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[5] se apoia em oito eixos
tematicos: Seguranga de Dados, Seguranca
de Sistemas, Seqguranca de Conexao, Sequ-
ranca de Software, Seguranga de Compo-
nentes, Seguranca Organizacional, Fatores
Humanos em Segurancga, e Seguranga e
Sociedade. Embora o objetivo primario do
documento seja guiar a formagao de pro-
fissionais de ciberseguranca, ele também
permite identificar tépicos amplos e seus
respectivos desafios mais relevantes de pes-
quisa e Inovagao na area, 0s quais sao des-
critos a sequir.

Preparar os sistemas computacionais
para a transicao quantica, com algorit-
mos e protocolos resistentes a ataques
feitos via computadores quanticos.

Mitigar a ameaca da computacao
quantica esta entre os principais desa-
fios nos eixos de Seguranca de Dados
e Seguranca de Conex0es, que tratam
da protecado de dados armazenados, em
processamento, e enquanto atravessam
interligacgdes fisicas e légicas entre com-
ponentes computacionais. A razao € que,
com computadores quanticos de grande
porte, pode-se obter em tempo polino-
mial as chaves privadas dos principais
esquemas criptograficos para assinatura
digital e encapsulamento de chaves em
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uso atualmente. Assim, embora aumentar
a capacidade e confiabilidade de computa-
dores quanticos ainda sejarepleto de desa-
fios, a sua superacao pode trazer impactos
graves a protecao de dados e comunica-
¢Oes em nivel global.

As duas estratégias principals para
a protecdo de dados em um cenario pos-
-quantico séo: (1) desenvolver esquemas
criptograficos cuja segurancga se apoie em
problemas computacionais dificeis tanto
em computadores classicos como quan-
ticos; e (2) para a transmissao de dados
sigilosos, adotar esquemas quanticos de
distribuicdo de chaves, explorando pro-
priedades fisicas do meio de comunica-
cao. Essas linhas tém sido alvo de inicia-
tivas de padronizacgdo, respectivamente,
por 6rgdos internacionais como NIST [2]
e ITU [1]. Apesar desse avanco, desafios
importantes permanecem tanto para os
esquemas ja padronizados como para pos-
siveis alternativas, considerando métricas
de seguranca, desempenho e flexibilidade.
Em especial, destacam-se como areas
de pesquisa: (1) andlise de seguranca dos
algoritmos e protocolos, cobrindo aspec-
tos tedricos e praticos; (2) a otimizagao
desses esquemas, considerando técnicas
de projeto e de implementacao, para que
a eficiéncia resultante de sua adogéo seja
similar ou superior aquela fornecida por
alternativas classicas; e (3) a adaptacao de
solugoes existentes paraincorporar esque-
mas resistentes a computadores quanti-
cos, preservando funcionalidades e a capa-
cidade de adogao de técnicas modernas de
projeto (por exemplo, arquiteturas de rede
com uma camada de controle baseada em
software).

No Brasil, iniciativas para sanar esse
desafio, embora razoavelmente recen-
tes, tém ganhado forga nos ultimos anos
nos setores publico e privado. Exemplos
incluem o anuncio pelo Ministério da
Ciéncia, Tecnologia e Inovagado (MCTI), em
abril/2025,daintencao de investir bilhdes
de reais em tecnologias quanticas, e tam-
bém acgdes estratégicas em criptografia
pos-quantica anunciadas com destaque
por entidades como a Agéncia Brasileira
de Inteligéncia (ABIN), o banco Bradesco,
e a empresa de ciberseguranca Kryptus.

Promover a evolucao da Inteligéncia
Artificial e da Ciéncia de Dados em um
contexto de ameagas, mitigando riscos
conhecidos e desconhecidos associados
a essas tecnologias emergentes.

Tecnologias emergentes, fruto da Ino-
vacao e Empreendedorismo Tecnoldégico,
costumam ser alvos bastante visados por
atacantes, que buscam explorar a menor
maturidade de seguranca na integracao
entre seus componentes de hardware,
software, comunicacao e sub-sistemas.
Essa preocupacao, cerne do eixo de Sequ-
ranca de Sistemas, e também associada
aos eixos de Seguranca de Software e de
Componentes, atualmente tem se voltado
a tecnologias emergentes como Inteli-
géncia Artificial (IA) e Ciéncia de Dados
(CD). Em especial, um desafio notério
com o crescente interesse em (e adogao
de) mecanismos de IA refere-se a apli-
cacao de Ciberseguranca na construgao
e operacgao desses sistemas inteligentes,
evitando que seus beneficios sejam ofus-
cados pelos riscos inerentes.
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A pesquisa atual em torno desse
desafio costuma ser associada a termos
como Adversarial Al, ou “Aprendizado de
Maquina Seguro” [6]. Esses termos com-
plementam, assim, uma area de investiga-
¢aomais tradicional, no sentido "inverso’,
de aplicacao de técnicas de IA e CD para
aumentar a eficacia de ferramentas de
seguranga para monitoramento e detec-
cao de ataques, identificacao de vulnera-
bilidades em software, entre outras. Muito
da literatura emergente na area consiste
na construcao de ferramentas de ataque,
voltadas a identificar e explorar vulnera-
bilidades (como burlar filtros em sistemas
de IA generativa, o chamado jailbreaking).
Contudo, comegam também a surgir pro-
postas voltadas a mitigagédo de ataques de
diferentes tipos: (1) perpetrados com o uso
de IA, como a criagao de deep fakes ou de
malware para evadir protegdes atuais; (2)
direcionados a moédulos de 1A, visando ao
roubo de dados ou modelos completos; ou
(3) mirando sistemas que usam IA (por
exemplo, explorando técnicas de jailbrea-
king, ou via envenenamento de bases de
treinamento). Mitigar essas ameagas é
desafiador devido a prépria natureza das
técnicas de aprendizado de maquina, em
que ocorre a transformacao de dados em
programas. Nesse cenario, bastante dis-
tinto do desenvolvimento de software
tradicional, é complexo definir politicas
de seguranca adequadas ou até mesmo
seguir boas praticas comuns para prote-
cao de sistemas.

No Brasil, aspectos de ciberseguranca
em [A sdo apresentados, a0 menos em
alto nivel, como requisitos relevantes
tanto no Plano Brasileiro de Inteligéncia

Artificial (PBIA), lancado pelo MCTI em
agosto/2024, quanto pelo Marco Regu-
latério da Inteligéncia Artificial (Projeto
de Lei 2338/2023), que se encontrava em
tramitagdo no momento da escrita deste
documento. Ainda, essa Interseccao
entre ciberseguranca e IA tem motivado o
surgimento de centros de exceléncia em
pesquisa em diferentes pontos do pais,
unindo esforcos da academia, governo e
setor privado. Dois exemplos ilustrativos,
ambos lancados em 2025, sdo a Catedra
de IA Responsavel, uma parceria entre
Universidade de Sdo Paulo (USP) e Google,
e o Centro de Exceléncia em Inteligéncia
Artificial para Seguranga Cibernética,
resultado de colaboragao entre a Univer-
sidade Federal de Pernambuco (UFPE),
Tempest, Embraer, Atech, e FAPESP,

Integrar e consolidar fatores humanos na
ciberseguranca: da educacao dos usua-
rios e desenvolvedores a usabilidade no
projeto dos sistemas de protecao.

Os eixos de Segurancga Organizacio-
nal, Seguranca e Sociedade, e Fatores
Humanos em Seguranca tém um ponto
em comum: a interagao entre individuos
e sistemas computacionais. Nesse con-
texto, o desafio computacional critico
que se impoe refere-se a necessidade de
reduzir potenciais vulnerabilidades cria-
das dependendo das decisbes e compor-
tamentos adotados nessas interacoes,
de forma intencional ou nédo [3]. Embora
longe de ser um desafio novo, ele ainda é
bastante presente na sociedade atual, um
efeito direto da ubiquidade da computa-
cao e da Internet no mundo. Isso pode ser
observado no crescente numero de ata-
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ques na cadeia de suprimentos de hard-
ware/software por agentes maliciosos,
como: a insergao de malware no software
distribuido pela empresa Solarwinds em
2019 e na biblioteca XZ Utils em 2024; o
acoplamento de explosivos em disposi-
tivos de comunicacao adquiridos pelo
Hezbollah em 2024; e a fraude via recru-
tamento de agente interno na C&M em
2025. Ja casos originados em falha néo
Intencional sdo observados na desas-
trosa atualizacao de software realizada
pela CrowdStrike em 2024, que causou
um apagao mundial de sistemas, e tam-
bém em casos de engenharia social que,
segundo a Febraban, foram responsaveis
por 70% das fraudes bancarias em 2023.

Pesquisas voltadas a sanar esses desa-
flos costumam envolver duas abordagens
principais, complementares. A primeira
delas busca transformar os humanos, tra-
dicionais elos fracos na protegéo de sis-
temas, em aliados do processo de ciber-
seguranga. Um exemplo sdao propostas
voltadas a educacgao de usuarios, seja por
meio de: treinamento formal, de aspecto
geral (por exemplo, sequindo o RF-CS) ou
com foco em dareas criticas; e campanhas
de conscientizacdo eficientes, aborda-
gem essencial para evitar falhas, ataques
de engenharia social, e também para aju-
dar no combate a desinformagéo. Outro
exemplo sao solugdes de “sequrancga com
usabilidade” (usable security), estratégia
que busca tornar sistemas de cibersegu-

ranca mais amigaveis e personalizaveis
para usuarios de forma geral, aplicando
conceltos de areas como psicologia, cién-
clas soclais e interagao humano-compu-
tador (IHC). JAasegundaabordagembusca
Incrementar a automatizacao e granu-
laridade dos mecanismos de seguranca,
de forma invisivel aos usuarios. Solugdes
modernas nessa linha costumam seguir o
conceito conhecido como Confianga Zero
[4]: apoiando-se em sistemas de gestdo de
1dentidade, autenticagdo/autorizagao, e
deteccao/prevencao de intrusoes, as inte-
racoes entre modulos de um sistema ou
entre sistemas séo constantemente vali-
dadas. Ao mesmo tempo, empregam-se
politicas de seguranca adaptaveis, basea-
das em riscos, sequindo-se boas praticas
como privilégio minimo e separacgao de
deveres para limitar eventuais danos em
casos de violagao de seguranga.

No Brasil, este tema é abordado com
algum destaque na Estratégia Nacional
de Ciberseguranca (E-Ciber), langada em
2025 por meio do Decreto n® 12.573, e tam-
bém alvo de preocupacao por setores par-
ticularmente afetados, como o financeiro
e de infraestrutura. Ele também esta no
cerne de iniciativas voltadas a forma-
cao de profissionais especializados em
ciberseguranca, como o proprio RF-CS e
o Programa “Hackers do Bem" — promo-
vido pelo MCTI, com pela Rede Nacional
de Ensino e Pesquisa (RNP), Senai-SP, e
Softex.
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