Recognition on Online Social Network by user's wrihg
style

Rodrigo A. Ilgawal, Alex Marino Gongalves de Almeida, Bruno Bogaz Zarpelad,
Sylvio Barbon Jrt

Computer Science Department — State Univerisityooidrina (UEL)
86057-970 — Parana — PR — Brazil

alex.marino.almeida@gmail.com, {igawa,brunozarpelao ,barbon}@uel.br

Abstract. Compromising legitimate accounts is the most popular way of
disseminating fraudulent content in Online Social Networks (OSN). To address
this issue, we propose an approach for recognition of compromised Twitter
accounts based on Authorship Verification. Our solution can detect accounts
that became compromised by analysing their user writing styles. This way,
when an account content does not match its user writing style, we affirm that
the account has been compromised, similar to Authorship Verification. Our
approach follows the profile-based paradigm and uses N-grams as its kernel.
Then, a threshold is found to represent the boundary of an account writing
style. Experiments were performed using two subsampled datasets from
Twitter. Experimental results showed the developed model is very suitable for
compromised recognition of Online Social Networks accounts due to the
capacity of recognizing user styles over 95% accuracy for both datasets.

1. Introduction

Online Social Networks (OSNs) are environments whasople discuss and express
thoughts and opinions about any subject [Zappav&fid]. Currently, OSNs represent
a relevant resource of information and researdwréas such as Customer Relationship
Management (CRM) and Opinion Mining (OM). Knowledgetained from OSNs such
as Twitter and Facebook has shown to be extremadlyable for marketing research
companies, public opinion organisations, and offett Mining purposes [Bahrainian
and Dengel 2013, Yu 2012, Zhou et al. 2014, Smailet al. 2014, Mostafa 2013,
Hsieh et al. 2012]. Since millions of opinions orcextain topic are expressed with
simplicity, posting provides rich, easy and unbthsentent comprehension [Hassan et
al. 2013].

OSNs wide popularity and ease of access havetedsul the misuse of their
services. In addition to the privacy preservingiess OSNs face the challenge of dealing
with undesirable users and their malicious ac#sitispamming for product promotion
being one of the most common [Bhat and Abulaish320TIo address the problem of
malicious activity on social networks, researchesse focused the detection of fake
accounts (i.e., automatically created accountsofdy spreading malicious content).
However, the problem persists once systems thalysdetect fake accounts do not

IGAWA, R. A.; ALMEIDA, A. M. G.; ZARPELAO, B. G.; B ARBON JR., S.
Recognition on Online Social Network by user's writ ing style
iSys — Revista Brasileira de Sistemas de Informagao , Rio de Janeiro, vol. 8, No. 3, p. 64-85, 2015



discriminate between fake and compromised accountsompromised account is a
legitimate account which has been taken over bgt@tker to publish fake and harmful
content? . Accounts can be compromised in many differenysydor example, by
exploiting a cross-site scripting vulnerability loy using a phishing scam to steal the
users credentials. Also, bots have been increasingked to obtain credentials
information for social networking sites on infectiedlsts [Egele et al. 2013, Grier et al.
2010].

Since fake accounts were mainly created with mapto cause harm in OSNs,
once they are detected, the simplest solution igldlete them. In the meantime,
compromised accounts need engaging in a credeatalery process to give back the
accounts control to their respective owners [Eglal. 2013]. Actually, as stated by
[Zangerle and Specht 2014], compromised accounss bleeen the most popular to
disseminate fraudulent content. Moreover, a stuglyopmed through Twitter revealed
that only 16% of the spamming accounts were indid@ accounts, while the
remaining quantity were all compromised accountsdiGet al. 2010]. The same reality
also was seen on Facebook where 97% of maliciousuats were not originally
created solely to spamming purpose [Gao et al. 2010

Considering the scenario described above and l@tieving that an account
behaviour might be recognized by taking into coesation its user writing style. In
practice, if some posts are sent in the name @fcanunt and such posts do not present
the writing style of its legitimate owner, then sate that the account might have been
compromised and malicious contents are being sprélae main limitaiton of such
hypothesis is that a considerable amount of texteisessary to extract a user writing
style.

Therefore, in this paper, we present a novel stadyecognize compromised
accounts using only text as resource. Our appraadiased on N-grams Authorship
Verification (AV) and we focus on recognition ofuser based on its writing style.
When the writing style of a given user does notaméats boundary based on a threshold,
then, a warning alarm could be sent out to infohm &ccount owner and malicious
posts could be blocked. Also, as seen in [LaytoaleR010, Uysal and Gunal 2014,
Mostafa 2013] text preprocessing, like stopwordsiaeal, can either contribute or
disturb text mining tasks, therefore, we also cateld experiments concerning
Preprocessing and Corpus size to study their retavan results.

The remaining of the work is organized as follov&ection 2 presents an
overview about compromised accounts and AV alongrddns. In Section 3, details
about the proposed approach are described. Setpoesents the experimental settings

1 http://mww.bbc.com/news/world-us-canada-30853311
2 http://mww.bbc.com/news/world-us-canada-30785232
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to perform our tests along information about bakadets used. Section 5 discusses our
results. Section 6 states our conclusion.

2. Related Work

Compromised accounts initially became the objecteskarch interest in e-mail and
web services as seen in [Thomas et al. 2011, Khanda&Chaudhry 2012]. In a similar
scenario to OSNs, users credentials are stoleng usialicious links or phishing
techniques [Li et al. 2014, Thomas et al. 2011]n€&oning e-mails, research already
conducted work in user levels by using social eeglimg to emphasize user awareness
[Khanna and Chaudhry 2012], while another differapproach combined network
information, machine learning and content analysisrder to detect harmful content
[Thomas et al. 2011].

Some other approaches detected intrusion and coniggd accounts in short
messages by applying text mining techniques as dksitiip Attribution (AA) and AV
[Donais et al. 2013, Brocardo et al. 2013, Brocatal. 2014]. Their main contribution
was to aid the search for cyber criminals [ZhangleR014] or to increase cyber space
security and reliability [Donais et al. 2013].

To achieve so, both AA and AV were based on ortevofstrategies: Stylometry
and N-grams. The first one describes text conterdgugh attributes which represent
writing style markers as lexical, syntactic, comgpecific, and idiosyncratic style
markers. Lexical attributes are words and charabteyed statistical measures like
sentence length. Syntatic attributes include phspeech tagger measures. Content-
specific attributes are represented by keywords given text and idiosyncratic markers
are represented by misspellings and grammaticatak@as [Keretna et al. 2013,
Ramezani et al. 2013]. N-grams, on the other haodsist in obtaining frequent co-
occurrence patterns in words or character levelseA of most frequent N-grams
represents the textual description of a given authaping that most frequent patterns
would occur more often [Layton et al. 2010, Sualef010].

Some applications of AA and AV, rather than on @lsand OSN, include the
identification of an author from structureds texdg., textbooks, newspapers, articles,
and reviews. In such scenarios, a recent workuadoon [Potha and Stamatatos 2014]
which performs authorship verification based on rRgs. In such method a given
sample of text is assigned to the author in questithe given sample presents a great
guantity of N-grams also presented in the authofilpr The authors claimed that a
great contribution from their work was to use afigebased paradigm.

Considering AA and AV based on N-grams, which pineposed work is also
based on. Some recent work addressed the idetibficaf criminals considering OSN.
For example, [Layton et al. 2010] achieved arouf@bo7of accuracy to identify the
author of a single tweet within a subset of sugkalthors. Such approach was based
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in N-grams, and the tweets was assigned to the@aptksenting the highest quantity of
N-grams also presented in the given sample. N satgeal to 4, 5, and 6 achieved the
best results in their expriments.

Approaches based on Stylometry already performelll w identify an email
author. An example of model to achieve such is doon [Igbal et al. 2013]. The
authors experimented many different stylometrictuess and identified authors by
matching the most used stylometric features of eadhor. In this work, stylometric
features are not explored since this work is methaded mainly on N-grams. No
features from Stylometry were used on this worlkceidlictionaries are necessary to
retrieve most of them. Also, Stylometry requireeli€nt dictionaries and Part of Speech
Taggers for different languages.

Regarding the few existent works addressing com@®d accounts on OSNSs,
studies already stated that malicious content dmeost completely spread by
compromised accounts that were victims of phislaittgcks. The detection of malicious
accounts is achieved by extracting features frott) teebdata and network information
to then, classifying it based on machine learnipgreaches like Random Forest,
Support Vector Machines and Logistic Regressioro[&aal. 2010, Stein et al. 2011].

This work is about the proposal of an AV based Mgrams to identify
compromised accounts by checking if the writinglestpf its legitimate user has
significantly been changed within a low number of@essive posts. As stated earlier,
[Layton et al. 2010] performed an AA to assign gegi sample to a subset of pre-
determined suspects. [Potha and Stamatatos 20i4heoother hand, presented an AV
method to identify a single author. However, a woeekforming an AV method on OSN
to address compromised accounts has not been @ibagroposed approach might be
applied on different kinds of OSN to protect acdsuthat were compromised by
analyzing its legitimate user writing style. Thiswhere the proposed work comes into

play.

3. Proposed Approach

The proposed approach is grounded on AV to analyaeaccount has been compro-
mised. A compressed version of such approachaspasented in [Igawa et al. 2015].

To represent the legitimate user, it is necesgamxtract features from textual
content. Such features are obtained using N-grasnseen in Figure 1.

The main idea behind our proposal is to addresgoomised accounts problem
as a document representation model. By doing sepitld be possible to apply Text
Mining tasks to analyze the user writing style.
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Figure 1. Proposed Approach for User Threshold Estimation

3.1 Dataset

First step is dataset acquisition. Once proposgutoaph is completely grounded on
Text Mining, only text features will be used anlagrefore, none additional information
beyond the tweets content and their respectiveoasithsername are required for our
proposal.

3.2 Cleaning

Second step is about Cleaning. Normally, it wouddpossible to consider any textual
content as a part of a document produced by aroauttowever, as this approach is
created to be applied on Twitter users, links agetveets (third part contents) are
removed since they do not represent any textubaship mark.

3.3. Profiling

All remaining text productions are considered atghip samples. Therefore, all con-
tents are concatenated cumulatively following thefife-based paradigm described in
[Potha and Stamatatos 2014]. The result of thip, stelled Profiling, is a document
containing all terms written by the user.
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3.4. Profile Setup

Then, in Profile Setup, each user is representeddagument whose content is subsam-
pled at the same fraction in two distinct partss@ame set and Thresholding set. Each
fraction of subsampled document has the same sideisainterspersed as shown in
Figure 1. This way, subjects discussed by the dseing the time will be equally
distributed in both sets. This is important to approach because both sets must have
subjects balanced so that the boundary of thengrgtyle can be properly found.

The Baseline set is the text portion which represaser account. This set is used
to extract the usual writing style of a user andképt as one single document as
described by the profile-based paradigm in [Potmal &tamatatos 2014]. The
Thresholding set is a portion used to find a Sifigdi Profile Intersection (SPI)
threshold to delimitate the user writing style adifferent from Baseline set, each
portion sub- sampled becomes a distinct samplanast The SPI similarity measure
was used in [Potha and Stamatatos 2014, Laytoh 2080] and is stated to be suitable
to different sample sizes. The SPI is calculatedess in Equation 1, where Bnd N
are two distinct sets of N-grams. Note that SPiasically a count of N-grams that exist
in both sets without considering frequency.

SPI(Ny,Np) = Niv Nol 1)
3.5. Preprocesing

After Profile Setup process, Preprocessing teclasdin this approach, stopwords re-
moval) can be performed to improve the effectiverefsour approach. In this work, we
explore some combination of Preprocessing concgrmirecision and accuracy to
recognize accounts textual content.

3.6. Writing Style Extraction

To obtain the SPI threshold in Writing Style Extran step, most frequent N-grams are
extracted from Baseline set and most frequent Magrare also extracted from each
fraction in Thresholding set. Table 1 shows an edanof the 10 most frequent N-

grams extracted from a random user found in onedatasets. In such example the N
used is 4, “and_" was the most occurrent pattemnd 202 times within its user posts,
200 occurrencies for “the " and so on. The symbol fepresents white space

occurrence.

In this work, all grams, and not only the 10 mipstjuent, were considered to perform
experiments.

IGAWA, R. A.; ALMEIDA, A. M. G.; ZARPELAO, B. G.; B ARBON JR., S.
Recognition on Online Social Network by user's writ ing style
iSys — Revista Brasileira de Sistemas de Informagao , Rio de Janeiro, vol. 8, No. 3, p. 64-85, 2015



Table 1. Example of 10 most frequent N-grams (N=4) from a random user

Frequency  Gram
202 “and_”
200 “the_”
109 “ciat"
108 “ecia”
108 “late”
107 “ppre”
107 “prec”
107 “reci”
104 “Appr”
95 ‘S

Then, SPI is used to calculate similarity betwBaseline set and each sample of
Thresholding set N-grams, generating a vector é¢fdd®ances, SRector Such vector
iIs used to obtain a SPI threshold and details tdsvdormulas used to obtain SPI
threshold are shown in Section 4. Any future portod text posted in by this account
that presents SPI measure lesser than threshatdnisidered an intrusion and the
account is considered as compromised

4. Methodology

Twitter, the OSN used in this work, is known asiarmblogging service. Unlike other
OSNs, Twitter is known by short posts (140 characé maximum) users do to express
thoughts, opinions and feelings [Zappavigna 20Thgse short texts, named tweets, are
available publicly as default, and are immediatelgadcasted to the users followers
[Bliss et al. 2012].

The Twitter Developer Team offers a streaming iserthat delivers other
developers low latency access to Twitter's glolieasn of data. The tweets sets from
both dataset used as samples in our experimenesaa#ected by [Yang and Leskovec
2011] and [Li et al. 2012] using this service.
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In experiments3, only a small subsample from oebidatasets were used. De-
tails concerning both datasets used in experimaetshown in Section 4.1 and Section
4.2. Considering Dataset I, only a small subsanmolen original Dataset | was used.
Addressing Dataset Il, also a subsample was usedever, this time, a substantially
larger set of tweets were used.

Then, all tweets were grouped by authoesrnasme cumulatively following the
profiling step described in Section 3. As specifiecbur approach, links and retweets
were removed since they do not infer any inforrmaout users writing pattern. All
remaining textual content was included in our tests

Dataset D | Profiling U
///(_ _1\\\ £ ‘
N S | Cleaning ﬂ =
e |
. E” Links A |
Twitter / Retweets / Tweets
N

\Writing Style Extraction\j

( Profile Setup U

‘ Baseline set N-gram ‘ Threshold set
| Preprocessing D Baseline set

A Threshold set
\ Baseline set

Raw

SPI — Stopwords
threshold

-,.,

{
\'mml Hashtags/Citations
Combinated

L

Test set Other users test set

Accuracy True negative rate

Precision

False negative rate

Figure 2: Experimental Settings Overview

3 https://wiki.cites.illinois.edu/wiki/display/forard/Dataset-UDI-TwitterCrawl-Aug2012
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In Figure 2, gray parts represent the experimesg#tings. The Profile Setup
process was performed to separate textual contendsdistinct parts: Baseline set,
Thresholding set (as proposed in Section 3) antlSetsThe last set is used to evaluate
our method’s efficiency and is a representatiorfutdire portions of text posted. The
user’s Test set is completely used along randorigcted Test set instances from other
users to check how adequate is the obtained tHoesBar intention to use other users
test set among the own user test set is to simalasduation where the legitimate
account has been compromised and harmful postsréten. In such cases, other users
test set represent posts from invaders, theretagedesirable to obtain SPI measures in
instances from other users test set lesser thashbld, while own user test set are
intended to present SPI greater than threshold.

Another concerning about the Profile setup isttmlg the size of each splitted
part. This is considered an important issue of Wsk once the size used presenting
better results would be the amount of words necgdsarecognize accounts textual
contents. In our experiments, were used 11 diffestres ranging from 50 to 100
words.

Also, concerning Preprocessing, 4 tests concertieg influence were per-
formed: a) Raw (i.e, no preprocessing), b) Hashtags Citations removal, c) Stop-
words removal and d) Combined preprocessing (iashkthgs, Citations and Stopwords
removal). The idea behind these tests is to stueyrfluence of disposable terms con-
cerning precision and accuracy to recognize acceuxtial content.

One last issue addressing experimental settimgnish values of N to be used on
N-grams. These values are applied including thep@oisize and preprocessing set-
tings. To decide such, we used the results of Adored from [Layton et al. 2010], and
therefore, the values used are 4, 5, and 6.

Therefore, the complete experimental setting @ssn 132 experiments, for
each SPI threshold measure shown in Table 2, fon éataset. Such 132 different
configurations cover our 3 different N-grams valyds 5 and 6), 11 combinations
towards Corpus size and the 4 combination dealipge@rocessing techniques4.

Table 2. Measures used to evaluate recognition rate

Name Formula
Threshold | - Minimal SPI min(Skécto
Threshold II - Augmented Minimal SPI min(Sktton + std(SP¥ecton)
Threshold Il - Decreased Minimal SPI min(S&dtor) — std(SPyecton

4 Implementation made and tests performed on MakBwo (13-inch, Mid 2012), Processor: 2.5 GHz
Intel Core i5, Memory: 4 GB 1600 MHz DDR3
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Threshold IV - Augmented Averaged SPI avg(isieton + std(SPVecton)

Threshold V - Decreased Averaged SPI avg(&etby — std(SPVecton)

Aiming to keep experiments always balanced to kenabmparisons to each
other, we defined that each Test set and Thres®tldiere composed by 10 instances of
same size (ranging from 50 to 100 words). In thel&ation step, the user being
recognized always used its entire Test set (i.and@nces of text) along 10 instances
randomly selected from other users Test sets. #edpreviously, other users Test sets
represent invaders.

To evaluate our method efficiency, we used 4 \Wpbbwn statistical measures
found in [Olson and Delen 2008] and their equati@amsshown in Table 3 where TP are
user test set instances presenting SPI greaterttiheshold. TN are other users test set
presenting SPI lesser than threshold, FN are @estrinstances presenting SPI lesser
than threshold and FP are other users test ingapoesenting SPI greater than
threshold. Analysis results and discussion towailsexperiments are presented in
Section 5.

Table 3. Measures used to evaluate recognition rate

Name Equation

Precision TP
TP+ FP

Accuracy TP+ TN

TP+ TN+ FP+FN

False Negative Rate FN
FN+ TP

True Negative Rate TN
TN+ FP

In practice, TP are instances from the accountecty recognized. TN are in-
stances that are not from the account that areecityridentified as not from the
account, and thus, a possible invader. FN arennstafrom the account that were not
recognized as from the account user. In this dageuser made a post but our method
did not recognize him. FP are instances that arefroon the account but were
recognized as from the account. This time, someaaher than its legitimate owner
would have posted and our method did perceive.

4.1. Dataset |

Dataset | is a subsample of the dataset used ing¥ad Leskovec 2011]. On its
original form, the dataset corresponds to 467 amllTwitter posts from 20 million users
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covering a 7 months period in 2009. Authors clairtteat this dataset corresponded to
30% of overall tweets of that time. For every sintveet, there are three information
available: author, time and content. However, unlkataset I, it is necessary to use a
parser to obtain the tweets of different users redpely.

Considering our experiments, 50 user were randoselgcted. Such a small
dataset was considered to evaluate the proposdubchét a critical scenario were a
new OSN is born and only a few users are presemrn Eonsidering such a small group
the proposed method needs to distinguish usergattytr A second reason to use this
size of dataset is individual analysis. Taking mosers into consideration would not
enable analysis as seen in Figure 4.

Dataset I, in a very similar way from DataseidInot collected using one or more
topics. Instead of using Twitter APl as most ofrasdo, the authors from both works
where Dataset | and Dataset Il are found collettegts from users and not from query.
This way, a dataset without specifics topics aresjine.

4.2. Dataset Il

Dataset Il is a subsample of the dataset usediiet[al. 2012]. On its original form, the

dataset contains 284 million following relationsh)ii8 million users profiles and over
50 million tweets. The crawling was performed by #uthors during May 2011. A very

interesting point concerning such dataset is thabst every single user crawled has
around 500 tweets which supplies suitable amouriesxoto be used.

Still, concerning the text availability in suchtaset, once obtained, tweets
belonging to one specific accounts are alreadyraggmhin different files named by the
user number ID. In our experiments, 250 were rangoselected to be used in
experiments. As already informed, most of userseharound 500 tweets, so no
problems concerning a random selection would bedo®Wne might question if 250
users are enough to evaluate the developed modkially, no loss in accuracy is found
by changing the size of dataset used. In pradtie¢he proposed approach showed to be
invariant considering dataset size, as seen irnddest

5. Results and Discussion

As described previously, 132 experiments were peréa concerning all possible com-
binations within N = 4, 5, 6; Corpus size in eaphtt®d portion ranged from 50 to 100
words and 4 combinations of text preprocessing.s&h&32 experiments were
performed once for each threshold measure, in thathsets. Totally, 1320 experiments
were performed.

Our first discussion is about threshold measuabld 2 shows all five different
measures used in experiments to obtain an acc&irih@shold. The results about such
measures is shown in Figure 3 where blue bars septaesults concerning Dataset |
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and yellows bars represent results concerning Batdis Both bars illustrate
performance of thresholds in terms of accuracy.

100

[l Dataset |
951 [IDataset Il
90+ .
85 -
g 8o T s |
>
8 751 .
=}
3 70L |
<
65 - -
60 - -
50 | | | | |
Threshold | Threshold Il Threshold 11 Threshold IV Threshold V

Thresholds

Figure 3. Geral results towards thresholds accuracy

As it is possible to realize, most successful tssate from threshold | and
threshold V. Others thresholds, as threshold ésented a lower result in accuracy
since its value is represented by a higher valusRif measure. In practice, the higher
the SPI threshold is, the higher its precision wél However, false negative rate also
increases along higher values of SPI thresholdsiwtiécreases its final accuracy. This
is specifically seen for threshold IV (highest $iteshold of all) on both Dataset | and
Il. Details concerning such statistics for both adat and all five experimented
thresholds are presented on Table 4.

Table 4. Threshold measures and detailed results

Precision | Accuracy | TNR FNR Threshold

Dataset | 83.35% 85.63% 75.48% 4.22% |
Dataset | 94.08% 79.50% 94.53% 35.53% Il
Dataset | 67.34% 71.06% 42.12% 0.00% 11
Dataset | 97.23% 57.92% 99.61%  83.76% v
Dataset | 90.38% 86.72% 88.64%  15.20% \Y
Dataset Il 93.11% 95.13% 90.27% 0.00% I
Dataset Il 98.70% 81.29% 98.82%  36.25% Il
Dataset Il 77.10% 80.34% 60.67% 0.00 1
Dataset || 97.15% 58.28% 99.93% 83.37% \%
Dataset Il 96.92% 90.88% 96.48%  14.72% V
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Still concerning Table 4, in order to consideradance from higher precisions
and accuracies along false negative rates, the sugsessful threshold in experiments
is threshold 1. On dataset I, threshold | (85.634) not obtained accuracy higher than
threshold V (86.72%), however, it obtained morerappate rates of false negative,
4.22% for threshold | and 15.20% for threshold V.

Thus, further discussions about specific resuteerning Dataset | and Dataset
Il take into consideration only results obtainedusing Threshold I.

5.1. Results on Dataset |

Discussion concerning Dataset | takes into conatdmsr only threshold | as its SPI
threshold. Results considering both accuracy aedigipn are shown in Table 5 and 6,
highest and lowest results in accuracy respectiveiyrout considering other layers as
N or Corpus Size.

It is notable that the top settings achieved denekresults, ranging from 94.10%
to 95.80% accuracy (i,e. correctly classified insts) and also presented excellent
results in terms of true negative rate ranging fi@8m10% to 91.60% which indicates
that our method is capable of infer when the cdntdwes not correspond to its
legitimate user writing pattern.

Another important issue to be observed is theopernce for different combi-
nations of preprocessing in both Table 5 and Téblall 10 top results achieved their
accuracies without removing hashtags and citati@rs.the other hand, all 10 least
accurate experiments applied hashtags and citattongval achieving poor results. Our
first conclusion by overviewing the experimentsth&t hashtags and citations carry
information about the writing style of a user tetaontent, once they indicate subjects
discussed and people frequently contacted.

Table 5. Top results in accuracy

N | C. Size Prec Acc TNR FNR |Hashtags/Cit | Stopwords
6 100 93.97% | 95.80% | 91.60% | 0.00% | Not removed | Removed
5 100 93.43% | 95.70% | 91.40% | 0.00% | Not removed | Removed
6 95 93.59% | 95.50% | 91.00% | 0.00% | Not removed | Removed
6 90 93.64% | 95.30% | 90.80% | 0.20% | Not removed | Removed
5 90 93.36% | 95.10% | 90.40% | 0.02% | Not removed | Removed
6 70 92.72% | 95.00% | 90.20% | 0.02% | Not removed | Removed
4 100 92.28% | 94.60% | 89.20% | 0.00% | Not removed | Removed
5 70 92.45% | 94.60% | 89.40% | 0.02% | Not removed | Removed
6 85 92.57% | 94.20% | 89.00% | 0.06% | Not removed | Removed
5 95 91.39% | 94.10% | 88.40% | 0.02% | Not removed | Removed
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Table 6. Lowest results in accuracy

N | C.Size Prec Acc TNR FNR | Hashtags/Cil | Stopword:

6 55 72.31%| 77.60% 55.40% 0.20% Removed Redho

6 65 73.75%| 77.40% 61.20% 6.40% Removed ré&fnbved
6 50 75.08%| 77.20% 63.20% 8.80% Removed réobved
4 60 75.47%| 77.10% 64.40% 10.20% Removed réNpoved
4 70 74.53%| 76.70% 61.80% 8.40% Removed ré&nbved
4 55 71.73%| 76.60% 53.80% 0.60% Removed Recho

5 50 74.03%| 76.10% 60.60% 8.40% Removed réobved
4 50 73.89%| 75.60% 60.20% 9.00% Removed ré&nbved
4 55 71.30%| 74.70% 55.80% 6.40% Removed ré&fnbved
6 55 70.97%| 73.80% 55.40% 7.80% Removed réobved
5 55 70.62%| 73.30% 55.00% 8.40% Removed ré&obved

Still concerning the preprocessing issue, a detaresult from the top 1
experimental setting in Table 5 using Corpus siZ®& and N = 6 is shown in Table 7
in terms of accuracy. Just by removing hashtags cations, a loss in accuracy is
found, falling from 91.90% to 86.10% accuracy. Bynoving only stopwords it is still
possible to increase 5.0% accuracy. This implias phonouns, articles and prepositions
do not help to recognize a user writing style using approach. One last observation
about preprocessing is: a combination of hashtagséms and stopwords removal
achieves the lowest results of the 4 combinatiot® at uses only a little part of writing
not including stopwords, hashtags and citations.

A discussion about the top 1 setting in Table Hlustrated by Figure 4 and
shows accuracy considering each user. The settagevsed 100% of correctly
recognized in many cases, however, to accounts eurhbl5, 25 and 27, accuracy
below 80% were achieved. These users presented/ainstable writing style using a
high quantity of prepositions and almost nothingaofjons and emoticons, making their
writing difficult to distinguish. In all other casethe setting obtained satisfactory
results.

Corpus size influence on our approach is illusttaby Figure 5. Before any
discussion about this view, it is necessary to nleséhat the Corpus size is not used
only to split in Profile Setup process, but alsglies in the number of words necessary
to perform proposed approach with satisfactoryltesu

Considering so, the fact that none setting sizel s our experiments presented
outliers and also achieved balanced quartiles éswaging. It implies that our method
has a stable range of accuracy independently catfgunt of text used. A descending
gradient observed on accuracy using 100 to 50 wisrfisstifiable once less words also
means less N-grams to be extracted and possildyaEsuracy. Therefore, the box plot
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states that the most considerable size to be uwsedridataset is 100 words while the
most inappropriate is 50.
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Figure 4. Individual accuracy on recognition of corpromised

One last consideration about our approach perfocmaon Dataset | is the
thresh- old value and its relation to each usetingristyle. Most part of users obtained
100% accuracy as shown in Figure 4. These usenmepresented in Figure 6, as Case
[, where the obtained threshold is suitable tpasate writing styles from the legitimate
user and other users. Case | and Il represent tsry presenting too many stopwords
as part of their writing styles and using a smakmfity of emoticons, jargons, hashtags
or citations obtained a threshold value unablediwectly separate writing styles and,
there- fore, obtained a significant number of fategative (i.e, writing style from
different users being recognized as the user istoqrg.
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Figure 5. The influence of Corpus size on baseliraecuracy
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Figure 6. Threshold testing for compromised accoust

5.2. Results on Dataset Il

As specified on Section 4.2, Dataset Il consistaaollection of 250 accounts. This
way, a detailed result concerning individual accigs for each accounts as shown in
Figure 4 about all 50 accounts on Dataset | woubd Ibe visible. However, as
considered on previous discussions towards Dathsetir discussions addressing
Dataset Il also take into consideration only resobtained by using threshold | as its
SPI threshold.

This way, Table 8 and Table 9 present highestlanest results in accuracy
respectively. By overviewing experiments on Datdkete note that, although a larger
collection of accounts was used, good results imgeof accuracy were obtained. Top
results showed on Table 8 ranged from 98.50% t®&49%. accuracy, while lowest
results ranged from 92.26% to 90.36% accuracy.

Our first issue towards both tables is also thmesassue considered for Dataset
I: combination of preprocessing tasks. As it carséen on Table 9, all the lowest results
in accuracy removed hashtags and citations. Owttier hand, all the top 10 results in
terms of accuracy shown in Table 8 did not remaweither hashtags or citations. Table
10 shows results about the combination of prepsigstasks concerning the top
results in terms of accuracy from Table 8. Justdiypoving hashtags, a loss around
2.0% accuracy is found. By removing hashtags atadi@ns only, an increase of 0.12%
is achieved. This is also a similar result fromd3at .
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Table 8. Top results in accuracy on Dataset I

N | C.Size | Prec Acc TNR | FNR |Hashtags/Cit |Stopword:

6| 100 | 97.62% 98.50% 97.00% 0.00% Notremoved Removed

6| 100 | 97.33% 98.38% 96.76% 0.00% Notremoved Notremoved
5| 100 | 97.30% 98.28% 96.56% 0.00% Notremoved Removed

6 90 97.20% 98.26% 96.52% 0.00% Notremoved Notremoved
6 90 97.23% 98.24% 96.48% 0.00% Notremoved Removed

6 80 96.77% 97.84% 95.68% 0.00% Notremoved Notremoved
5 90 96.44% 97.78% 95.56% 0.00% Notremoved Notremoved
6 95 96.61% 97.76% 95.52% 0.00% Notremoved Notremoved
5| 100 | 96.39% 97.68% 95.36% 0.00% Notremoved Notremoved
5 80 96.48% 97.64% 95.28% 0.00% Notremoved Removed

Table 9. Accuracy lowest results on Dataset Il

N | C.Size | Prec Acc TNR | FNR [Hashtags/Cit |Stopword:

4 70 89.32% 92.26% 84.52% 0.00% Removed Not removed
4 65 89.09% 92.06% 84.12% 0.00% Removed Removed

4 60 89.31% 92.00% 84.00% 0.00% Removed Removed

4 50 88.61% 91.86% 83.72% 0.00% Removed Not removed
4 80 88.87% 91.76% 83.52% 0.00% Removed Not removed
4 65 88.74% 91.74% 83.48% 0.00% Removed Not removed
4 55 88.41% 91.56% 83.12% 0.00% Removed Not removed
5 50 88.78% 91.54% 83.08% 0.00% Removed Removed

4 55 88.58% 91.52% 83.04% 0.00% Removed Removed

4 50 87.49% 90.36% 80.72% 0.00% Removed Removed

Table 10. The influence of text Preprocessing techniques on compromised
accounts recognition on Dataset Il

Preprocessing Mean Standard Deviation
Raw 98.38% 8.15%
Hashtags/Citations Removal 96.96% 8.80%
Stopwords Removal 98.50% 4.02%
Combinated Preproc. 96.58% 4.35%

Just as stated about Dataset I, on Dataset Il,hwisica completely different
datasets and also consists of a larger collecbbascounts, it is possible to realize that
hashtags and citations carry information abouithing style of a user textual content,
once they indicate subjects discussed and peogdgidntly contacted. Such elements
show very important marks of writing style to bed®n authorship on both datasets.

Corpus size influence on our approach consideiataset Il is illustrated by
Figure 7. Any discussion about this issue hasdo tke into consideration that Corpus
Size influence on our approach also implies in ribenber of words that our model
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would require if implemented on a real scenariood@ding a Corpus Size of 100 words
means that the split step on profile process uggdwlords in each sample, but also
means that in a real scenario, it takes 100 wardsit model perform a prediction about
an account writing style. Considering so, we sthgeonly amount of Corpus Size that
could present results not stable on real scenasiddvbe 75. On Figure 7, 75 words is
the only amount which presented an outlier. Allestamounts of words experimented
achieved stable results not only by not presentngiers, but also by presenting
satisfactory box sizes. Just as on Dataset |, eedding gradient can be observed on
accuracy ranging from 100 to 50 words. It is jushfe once less words also means less
N-grams to be extracted in order to delimit an aotavriting style. Thus, as also stated
about the corpus size case on Dataset I, the 100sws the amount of words which
achieved the highest results, while 50 words aduethe lowest results, both in
maximum and minimum accuracy.
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Figure 7. The influence of Corpus size on baselireecuracy ondataset |l

In summary, the results presented above are vecpueaging concerning
compromised accounts on OSNs. In both datasetsretlit measures as precision,

accuracy, true negative rate and false negativewate used in order to evaluate the
proposed approach.

Regarding preprocessing, results showed that &gsland citations should not
be removed once they represent people and suljsg#dly talked about. On the other
hand, stopwords removal contributed on better tes@lonsidering corpus size and N-
grams, results showed that 100 words was mostaiidsiamount along N=6 on both
datasets. Such setting achieves the highest agoovac all other settings tested.
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6. Conclusion and Future Work

Compromised accounts represent a subset of thecimai accounts which deleting

should not be an option. Once detected, compromasedunts need to engage in a
credentials recovery process to give back the awsoaontrol to their respective

owners. Current works about malicious accountsaalfeatures from text, webdata and
network information to classify an account. Als@ related work was performed

considering each user individually. The most simdiassification problem can not be

directly compared because addressed differenthetmviours after compromised like

moving out to a new account or changing credentials

One advantage from our approach is that only textsied as resource once it is
grounded on Text Mining. Although it was tested Twitter in our experiments, our
developed method is applicable on any OSN. Alse, tduthe fact that this work is the
first to depend only on text to recognize compra@audiaccounts, our approach concerned
about the Corpus size necessary to recognize conged accounts, desirable
preprocessing to obtain better results and whiclugd in N-grams calculation to
improve the approach results.

In this work, one important consideration is thedrning systems should not
recognize a legitimate user as an invader. So, @sgd a model for avoiding false
positive of compromised accounts. Thus, we studsdl proved that the top
experimental setting presented on both datasetempartant contribution was that on a
corpus size of 100 words and stopwords removahaohly text preprocessing. Using
6-grams, it was achieved good results of precisioth accuracy along few occurrences
of false negative. This fact implies that our mekthweould rarely claim compromised
accounts by textual content when actually it wascempromised.

Another very important issue to be addressedas th this work, a AV based on
N-grams was presented. A work considering styloimetpproaches, e.g., considering
the number of prepositions, articles, and pronouosld achieve satisfactory results.
However, in this proposed approach based on N-graemoving stopwords in
necessary to achieve higher accuracies.

Considering short texts scenario of Twitter, a o500 words are an acceptable
amount as validated by the results. Our experimbats a mean of 14.6 words per
tweet. In practice, it is possible to recognizesaruaccount by textual content based on
6-10 tweets with 95% accuracy with 91% true negativ

For future work it would be of great interest tady a_method dealing only with
those cases of low accuracy. Another relevant issuee treated in future works is the
amount of text used to extract a user writing patiéhis way, our method’s accuracy
could be increased. This study could experiment¢rodrgrams measurements focused
on special cases of authors.
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