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Abstract. This study analyzes equity in recommendation systems, specifically in
a musical context, focusing on understanding disparities across different filte-
ring strategies. Through the implementation of equity metrics, we investigate
individual and group injustices among various recommendation approaches.
The results reveal significant variations in the fairness applied by the exami-
ned strategies, highlighting the complexity of achieving equity in these systems.
We conclude that a detailed analysis of justice in recommendation systems is
crucial for identifying and understanding existing disparities, contributing to
the future development of more equitable solutions.

Keywords. Recommender Systems, Fairness, Individual Fairness, Group Fairness

Resumo. Este estudo analisa a equidade em sistemas de recomendacdo, espe-
cificamente em um contexto musical, focando na compreensao das disparidades
em diferentes estratégias de filtragem. Através da implementagcdo de métricas de
equidade, investigamos as injusticas individuais e de grupo entre vdrias abor-
dagens de recomendacdo. Os resultados revelam variagoes significativas na
justica aplicada pelas estratégias examinadas, evidenciando a complexidade de
alcangar equidade nesses sistemas. Concluimos que a andlise detalhada da
justica em sistemas de recomendagdo é fundamental para identificar e enten-
der as disparidades existentes, contribuindo para o desenvolvimento futuro de
solucoes mais equitativas.
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1. Introducao

Sistemas de recomendacdo desempenham um papel fundamental nas modernas plata-
formas digitais, orientando a navega¢do dos usudrios através de vastas quantidades de
conteudo e influenciando uma ampla gama de escolhas cotidianas, desde selecdes de en-
tretenimento até decisdes de compra. A medida que a ubiquidade desses sistemas se
expande, torna-se imperativo considerar os efeitos sociais adversos que podem surgir,
muitas vezes de maneira inadvertida, devido a natureza automatizada e aos algoritmos
subjacentes que governam suas operagoes.

Pesquisas na vanguarda deste campo, como as conduzidas por Beutel et al.
[Beutel et al. 2017], tém iluminado a problematica de como os sistemas de recomendacao
podem inadvertidamente perpetuar ou até exacerbar desequilibrios sociais e preconceitos
existentes. Essas investigacOes apontam para uma preocupante tendéncia de tais sistemas
em fornecer uma qualidade de servico varidvel, frequentemente em detrimento de certos
usudrios ou grupos sociais, destacando uma questdo critica de equidade na distribui¢ao
das recomendacgoes.

Confrontados com a crescente dependéncia societal em sistemas de recomendacao
e reconhecendo seus potenciais impactos negativos, emerge como imperativo a busca por
estratégias que mitiguem esses efeitos, promovendo assim um ecossistema digital mais
justo e inclusivo. Este reconhecimento impulsiona a necessidade de repensar métricas
tradicionais de sucesso de tais sistemas, tais como a precisao das sugestdes, para incorpo-
rar consideracdes de equidade e justica social.

A precisdo, embora seja um indicador valioso do desempenho técnico de um algo-
ritmo de recomendacio, nao captura completamente o espectro de impactos que tais siste-
mas podem ter sobre a sociedade. Assim, a equidade se apresenta como uma preocupacao
fundamental, destacando a importancia de abordar as consequéncias desproporcionais das
recomendacdes sobre grupos especificos.

Este trabalho se dedica a implementacdo e andlise de medidas especificas de
justica, tanto em nivel individual quanto de grupo. Essas medidas serdo meticulosa-
mente aplicadas em um estudo de caso culturalmente contextualizado, envolvendo um
conjunto de dados composto por 59 usudrios e 10 musicas, resultando em um total de 590
avaliagdes. Este contexto especifico serve como um laboratdrio para investigar as nuances
e o comportamento das medidas de justica de grupo quando aplicadas em conjunto com
diferentes estratégias de filtragem em sistemas de recomendacao.

O objetivo primario deste estudo é analisar e compreender o comportamento des-
sas métricas de justica - particularmente a justica de grupo - sob o prisma de vdrias
estratégias de recomendacdo, incluindo filtragem colaborativa, baseada em conteudo, e
abordagens hibridas. Através desta andlise, estudamos como diferentes abordagens de
recomendacdo influenciam a equidade das sugestdes fornecidas aos usudrios, especial-
mente em um cendrio que reflete diversidade cultural e preferéncias musicais. O intuito é
contribuir para o campo de sistemas de recomendacdo, fornecendo evidéncias empiricas
e orientacOes praticas para a concepg¢ao de sistemas mais justos e equitativos, que con-
siderem adequadamente tanto a justica individual quanto a justica de grupo em suas
recomendacoes.
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2. Trabalhos Relacionados

A equidade tem emergido como uma preocupacao primordial no campo do aprendizado
de méquina, refletindo o reconhecimento crescente da importancia de sistemas justos em
diversos contextos sociais e economicos. [Zafar et al. 2017] destacam que um sistema de
recomendacao € considerado justo quando proporciona uma qualidade de servico consis-
tente e imparcial a todos os usudrios ou grupos de usudrios. Esta perspectiva reforca a
importancia de desenvolver algoritmos que ndo apenas sejam eficientes e precisos, mas
também promovam a equidade e a inclusdo.

No ambito do aprendizado de mdaquina e sistemas de recomendagdo, a
conscientizacdo acerca dos potenciais prejuizos sociais derivados da implementagado in-
discriminada de algoritmos em processos decisorios tem sido intensificada, conforme
discutido por [Barocas and Selbst 2016]. A resposta da comunidade cientifica incluiu
a proposi¢do de vérias nocdes e métricas de equidade aplicdveis em diversos aspec-
tos do aprendizado de madquina, incluindo classificacdo [Zafar et al. 2017], regressao
[Berk et al. 2017], e ordenacao [Zehlike et al. 2022]. Estas iniciativas visam garantir que
os sistemas automatizados atuem de maneira justa, sem perpetuar ou amplificar desigual-
dades existentes.

Existem, primordialmente, duas abordagens para avaliar a equidade em sistemas
algoritmicos: uma focada na equidade a nivel individual e outra centrada na equidade a
nivel de grupo [Dwork et al. 2012]. A equidade a nivel individual procura garantir que
decisoes similares sejam tomadas para individuos similares, independentemente de suas
caracteristicas pessoais. Em contrapartida, a equidade a nivel de grupo visa assegurar que
diferentes grupos demograficos, definidos por atributos como género ou etnia, recebam
tratamento equitativo.

Embora as questdes de equidade tenham sido amplamente estudadas nas areas
de classificacdo e regressao, a investigacdo de equidade em sistemas de recomendagao
¢ relativamente incipiente. [Kamishima et al. 2018] foram pioneiros ao explorar concei-
tos de equidade a nivel de grupo em sistemas de recomendag¢do, propondo métodos para
minimizar a influéncia de atributos sensiveis na sugestdo de itens. [Beutel et al. 2017]
estabeleceram critérios de equidade a nivel de grupo para sistemas de recomendacao, fo-
cando na acurdcia das previsoes para diversos conjuntos de usudrios ou itens, e destacando
a importancia de considerar a diversidade e a representatividade na avaliacdo de sistemas.

Este trabalho visa contribuir para o corpo de conhecimento existente ndo apenas
adotando conceitos de equidade a nivel de grupo, conforme sugerido por Beutel et al.,
mas também expandindo para considerar questdes de equidade a nivel individual. Ao
fazé-lo, buscamos fornecer uma compreensdo mais aprofundada e holistica da justica
em sistemas de recomendagdo. Nossa abordagem inclui a implementagdo e avaliacao de
métricas de equidade especificas, adaptadas para o contexto de recomendacao, e a andlise
dos impactos de diferentes estratégias de mitigacdo de viés na qualidade e justica das
recomendacgdes fornecidas. Ao integrar consideragcdes de equidade tanto a nivel de grupo
quanto individual, este estudo visa iluminar caminhos para o desenvolvimento de sistemas
de recomendagdo mais justos e inclusivos, contribuindo assim para um uso mais €tico e
responsavel da tecnologia na sociedade.
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3. Material e Métodos

3.1. Base de Dados

O estudo de caso utilizou um conjunto de dados no contexto cultural’, que contém 590
classificagdes de 10 musicas realizadas por 59 usudrios, com avaliacdes em uma escala
de 5 pontos [Harper and Konstan 2015].

Para as estimativas das classificagdes desconhecidas foram testadas cinco diferen-
tes estratégias em sistemas de recomendacao: filtragem colaborativa, filtragem baseada
em conteudo, filtragem hibrida ponderada, filtragem hibrida mista e filtragem hibrida de
combina¢ao sequencial.

Realizamos ainda, apds as predi¢cdes calculadas pelos algoritmos de
recomendacdo, um agrupamento aleatério dos usudrios (50-50). Neste agrupamento,
separamos cada grupo com a metade dos usuéarios.

Utilizamos o mddulo do algoritmo apresentado na se¢do 3.2 para calcular as me-
didas de justi¢a social para o estudo de caso proposto.

Por fim, foram apresentados os resultados de medidas de justica do grupo compa-
rando cinco diferentes estratégias de recomendagdes.

3.2. Modulo do Algoritmo: calculo de medidas sociais

Tendo em vista todas as especificagdes e discussdes da secao anterior, iremos definir for-
malmente as métricas que especificam as funcdes objetivo associadas a justi¢a individual
e justica do grupo.

Comecaremos apresentando a configuragdo do sistema, notagdo e a defini¢do do
problema. Suponha que X € R™"*? seja uma matriz de classificagdo parcialmente obser-
vada de n usudrios e d itens, de modo que o elemento x;; denota a classificacdo dada pelo
usudrio ¢ para o item j. Seja €2 o conjunto de indices de classificagdes conhecidas em X.
Além disso, (2; denota os indices de classificagdes de itens conhecidos para o usudrio i, e
(2; denota os indices de classificagdes de usudrios conhecidas para o item j.

Para uma matriz A, Py(A) € uma matriz cujos elementos em (7, j) € € sdo a;;
e zero nas outras posicdoes. Da mesma forma, para um vetor a, PQ], (a) é um vetor cujos
elementos em 7 € () sdo os elementos correspondentes de a € zero em outras posigoes.
Ao longo do artigo, denotamos a coluna j de A pelo vetor a; e a linha 7 de A pelo vetor
a'. Todos os vetores sdo vetores de coluna.

Dado um sistema de recomendagao tradicional é gerada uma matriz estimada de
recomendagdes X = [X;;],xm. Neste problema de recomendagdo supomos usudrios em
um conjunto {uy, us, ..., u, } € itens em um conjunto {v, va, ..., U, }.

Justica individual. Para cada usudrio ¢, definimos /¢;, a perda de usuario 7, como
a estimativa do erro quadratico médio sobre as classificacdes conhecidas do usudrio #:

Thttps://github.com/ravarmes/srh-backend-fairness/blob/main/docs/fairness/Rpol-Rindv-Rgrp-DataSet-
590Avaliacoes.xlsx
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Definiremos a injustica individual como a variacdo das perdas do usudrio:

. 1 <&
Rinao (X, X) = — > > (lx = &)” )

k=1 >k

Justica do grupo. Sendo I o conjunto de todos os usudrios/itens e G =
{G1, G, ...,G,} seja uma parti¢do de usudrios/itens dentro de g grupos, ou seja, [ =
Uief1,2,....91Gi. Definiremos a perda do grupo como a estimativa do erro quadratico médio
sobre todas as classificagdes conhecidas no grupo i:

[|Pag, (X = X)II3

L = 06 3)

Para determinada parti¢do G, a injustica do grupo serd a variacdo de todas as
perdas do grupo:

Rgrp(Xa X7 G) - (Lk - Ll)2 (4)

4. Resultados e Discussoes

Nesta secdo, mostramos um comparativo das medi¢des de justica individual e do grupo
em diferentes estratégias de recomendacao.

4.1. Configuracoes experimentais

Delineamos as configuragdes experimentais adotadas para investigar a equidade em siste-
mas de recomendagdo. A metodologia empregada € dividida em duas partes fundamen-
tais: Agrupamento dos usudrios e Estratégias de recomendacdo. Inicialmente, detalhamos
como os usudrios sao agrupados com base em atributos sensiveis e preferéncias, visando
explorar o impacto dessas divisdes na avaliacao da equidade das recomendacgdes. Esta
abordagem permite uma andlise profunda de como diferentes grupos de usudrios experi-
enciam o sistema de recomendacdo, langcando luz sobre disparidades potenciais no servigo
provido. Em seguida, examinamos as estratégias de recomendacdo implementadas para
mitigar viéses e promover uma distribuicdo mais justa de recomendacdes. Especifica-
mente, descrevemos os algoritmos utilizados, os critérios para avaliar a qualidade e a
equidade das recomendagdes, € como essas estratégias sdo ajustadas para atender a di-
versos objetivos de equidade. Ao integrar essas duas dimensdes, nosso estudo oferece
insights valiosos sobre o design e a implementacao de sistemas de recomendacao que nao
apenas melhoram a experi€ncia do usudrio, mas também promovem a justica e a inclusao.

iSys: Revista Brasileira de Sistemas de Informac@o (iSys: Brazilian Journal of Information Systems) https://journals-
sol.sbc.org.br/index.php/isys



16:6

4.1.1. Agrupamento dos usuarios

No processo de configuracao do experimento, foi essencial estabelecer grupos de usuérios
distintos para avaliar a eficicia das estratégias de recomendacdo sob diferentes condi¢des.
Para isso, os usudrios participantes do estudo foram cuidadosamente divididos em dois
grupos distintos, seguindo um critério de aleatoriedade. Essa divisdo foi realizada de
forma a garantir que cada grupo fosse composto por metade dos usuérios, promovendo
uma distribuicdo equitativa e minimizando qualquer viés pré-existente que pudesse influ-
enciar os resultados do experimento.

A escolha por uma separagdo aleatdria dos usudrios visa replicar um cenério rea-
lista em que a distribui¢do de caracteristicas, preferéncias e comportamentos dos usuarios
em sistemas de recomendacdo ocorre de maneira ndo uniforme e imprevisivel. Ao ado-
tar essa abordagem, pretendemos assegurar que os resultados obtidos reflitam de forma
mais fidedigna o desempenho das estratégias de recomendacdo em condi¢des variadas,
proporcionando uma base sélida para a andlise comparativa entre os diferentes métodos
aplicados.

Além disso, a divisdo aleatéria permite uma investiga¢do mais precisa sobre o
impacto das estratégias de recomendacdo em grupos heterogéneos de usudrios. Essa he-
terogeneidade € crucial para compreender como diferentes perfis de usudrios respondem
as recomendacdes, permitindo a identificacdao de padrdes de eficdcia ou potenciais dreas
de melhoria nas estratégias aplicadas. Dessa forma, a estruturacdo dos grupos de usudrios
constitui um passo fundamental para o sucesso do experimento, fornecendo um ambiente
controlado e equilibrado para a avaliacdo das técnicas de recomendacao.

4.1.2. Estratégias de recomendacio

Foram exploradas cinco estratégias distintas de recomendacao, cada uma representando
um paradigma diferenciado na geracao de sugestdes personalizadas para os usuarios:

* Filtragem Colaborativa: Esta abordagem baseia-se na premissa de que usudrios
com preferéncias similares no passado tendem a ter preferéncias similares no fu-
turo. A filtragem colaborativa utiliza essas correlacdes entre usudrios para reco-
mendar itens, supondo que um item apreciado por um usudrio serd do interesse de
outro usudrio com um perfil semelhante [Su and Khoshgoftaar 2009].

* Filtragem Baseada em Contetido: Diferente da filtragem colaborativa, esta es-
tratégia foca nas caracteristicas dos itens para realizar recomendagoes. Utiliza
um perfil de preferéncias do usudrio, construido a partir das caracteristicas dos
itens com 0s quais 0 usudrio interagiu previamente, para sugerir novos itens com
atributos semelhantes [Lops et al. 2011].

* Filtragem Hibrida Ponderada: Esta estratégia busca combinar as forcas tanto
da filtragem colaborativa quanto da filtragem baseada em conteddo, atribuindo
pesos relativos a cada método para refletir sua importancia na recomendacao fi-
nal. A ideia € aproveitar as vantagens complementares de ambos os métodos para
proporcionar recomendacdes mais precisas e diversificadas [Burke 2002].
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* Filtragem Hibrida Mista: Nesta abordagem, as recomendacdes geradas pelos
métodos de filtragem colaborativa e baseada em conteudo sdo integradas em uma
unica lista de recomendagdes. Diferentemente da filtragem hibrida ponderada,
ndo se atribui pesos especificos a cada método, mas busca-se uma combinagao
equilibrada das sugestdes de ambos [Burke 2002].

* Filtragem Hibrida de Combinacao Sequencial: Esta estratégia aplica os
métodos de filtragem em uma sequéncia definida, onde a saida de um método
serve como entrada para o proximo. Esse encadeamento busca aproveitar as pe-
culiaridades de cada método de forma sequencial para refinar progressivamente as
recomendacgdes [Burke 2007].

A diversidade dessas abordagens reflete a complexidade do problema de
recomendacdo e a necessidade de estratégias sofisticadas para abordar diferentes aspectos
da personalizacdo e precisdo nas recomendacoes.

4.2. Resultados dos experimentos

Os resultados obtidos através dos experimentos conduzidos sdao fundamentais para o en-
tendimento do impacto das estratégias de recomendacdo examinadas neste estudo. A
andlise desses resultados, detalhadamente apresentada na Tabela 1, fornece insights va-
liosos sobre a eficdcia das diversas abordagens de filtragem sob a 6tica das métricas de
justica individual e de grupo implementadas. Esses achados sdo cruciais para avaliar ndo
apenas o desempenho técnico das estratégias de recomendacdo em termos de precisdao
e relevancia, mas também sua capacidade de promover uma distribui¢do equitativa das
recomendagdes entre 0s USUArios.

Ao explorar os resultados, buscamos identificar padrdes significativos e tendéncias
que possam emergir das diferentes configuracdes experimentais. Isso inclui uma
investigacdo detalhada sobre como as varidveis controladas, como o tipo de estratégia de
filtragem utilizada, afetam os indicadores de justica no contexto do nosso estudo de caso
cultural. A compreensdo dessas dinamicas € essencial para propor melhorias nos sistemas
de recomendacdo, visando otimizar tanto a satisfacdo do usudrio quanto a equidade nas
recomendagdes fornecidas.

Adicionalmente, os resultados destacam as complexidades inerentes a
implementagdo de medidas de equidade em sistemas de recomendacdo. Eles servem como
um ponto de partida para discussdes mais profundas sobre os desafios e as oportunidades
na busca por um equilibrio entre acuricia e justica, contribuindo assim para o avanco da
pesquisa na area e o desenvolvimento de praticas mais inclusivas e justas em tecnologias
de recomendacao.

Acompanhe a Tabela 1, que resume os resultados obtidos, seguida de uma andlise
detalhada dos mesmos, discutindo suas implica¢Oes para o design e a avaliacdo de siste-
mas de recomendacao mais equitativos e eficazes.

A Figura 1 apresenta uma comparagdo entre a injustica individual e a injustica
do grupo para diferentes estratégias de filtragem, destacando as variacdes nas métricas
de equidade. A escala diferenciada no eixo Y para a injustica do grupo permite uma
visualiza¢ao mais detalhada das diferencas entre as estratégias.
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Tabela 1. Ringv € Rgrp considerando o agrupamento aleatdrio (50-50)

Estratégia Rinay Rorp
Filtragem colaborativa 1,84960 0,00547
Filtragem baseada em conteido 13,94690 0,00441
Filtragem hibrida ponderada 2,80900 0,00287
Filtragem hibrida mista 13,61730 0,00584
Filtragem hibrida de combinacdo sequencial ~ 1,78670 0,00609
Il Colaborativa Hl Baseada em conteldo Bl Hibrida ponderada H Hibrida mista Hibrida de combinagdo sequencial
Injustica Individual por Estratégia Injustica do Grupo por Estratégia

144 0.007

124 0.006 -

104 0.005 -

84 0.004 4

Injustigas

64 0.003 4

44 0.002 -

29 0.001 -

0- Py 0.000 - Py
Estratégias Estratégias

Figura 1. Analise das medidas de injusticas nas diferentes estratégias

4.2.1. Analise geral dos resultados

A partir dos dados apresentados na Tabela 1, podemos extrair algumas conclusdes im-
portantes sobre a injustica individual (i,qy) € a injustica do grupo ([2,,) em diferentes
estratégias de filtragem, considerando um agrupamento aleatdrio (50-50).

1. Filtragem colaborativa apresentou um valor moderado de injusti¢a individual
(1,84960) e a menor injustica de grupo (0,00547) entre as estratégias testadas,
sugerindo um equilibrio razodvel entre tratar os individuos de forma justa e manter
a equidade entre os grupos.

2. Filtragem baseada em conteido mostrou a maior injustica individual
(13,94690), mas também uma injustica de grupo relativamente baixa (0, 00441).
Isso indica que, enquanto a abordagem pode ser mais tendenciosa em nivel indi-
vidual, ela mantém uma consisténcia de tratamento entre grupos.

3. Filtragem hibrida ponderada revelou uma injustica individual significativa-
mente menor (2,80900) comparada a filtragem baseada em contetido, com a me-
nor injustica de grupo (0,00287) dentre todas as estratégias. Essa abordagem
parece oferecer um melhor equilibrio entre justica individual e de grupo.

4. Filtragem hibrida mista registrou uma alta injustica individual (13,61730) si-
milar a filtragem baseada em conteido, mas com a maior injustica de grupo
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(0,00584), indicando que essa estratégia pode ndo ser ideal para promover equi-
dade tanto em nivel individual quanto de grupo.

5. Filtragem hibrida de combinacdo sequencial teve uma injustica individual
(1, 78670) comparavel a filtragem colaborativa e uma injustig¢a de grupo (0, 00609)
ligeiramente maior. Isso sugere que, apesar de ser justa no nivel individual, pode
introduzir ligeiras discrepancias na equidade entre grupos.

4.2.2. Analise da injustica individual versus injustica do grupo

Uma estratégia de filtragem em sistemas de recomendacdo que apresenta um valor alto
para a injusti¢a individual (Rj,q,) € baixo para a injusti¢a do grupo (f2grp), como nas fil-
tragens baseada em contetido e hibrida mista, sugere um cendrio que reflete os desa-
fios envolvidos na personalizacdo de recomendacdes para usudrios individuais versus a
otimizacao para o bem-estar coletivo de um grupo.

Um valor alto para injustica individual (Riyqy) indica que ha uma variagao signifi-
cativa nas perdas experimentadas pelos usudrios individuais. Isso pode ocorrer por varias
razoes:

* Diversidade de preferéncias: Os usudrios podem ter gostos e preferéncias alta-
mente diversificados;

* Viés de dados: Caso o algoritmo de recomendagdo seja treinado em um con-
junto de dados que ndo representa adequadamente a diversidade do conjunto de
usuarios;

* Limitacdes do modelo: Algumas estratégias de filtragem podem ser inerentemente
melhores em capturar as preferéncias de certos tipos de usuarios.

Um valor baixo para injustica do grupo ([gp) sugere que o sistema de
recomendacao € eficaz em minimizar o erro quadritico médio sobre todas as classificagdes
conhecidas no grupo. Esse cendrio pode surgir nas seguintes condi¢des:

* Compensacdo de erros: Os erros nas recomendagdes para alguns usudrios podem
ser compensados por recomendagdes precisas para outros usudrios;

* Foco em preferéncias comuns: O sistema pode ser eficaz em identificar e recomen-
dar itens que sio geralmente populares ou bem aceitos pela maioria dos usudrios.

5. Conclusao

Em suma, essas conclusdes apontam para a complexidade de equilibrar a justica em niveis
individual e de grupo em sistemas de recomendagdo, com a filtragem hibrida ponderada
emergindo como a estratégia mais equilibrada entre as avaliadas. Estes resultados des-
tacam a importancia de considerar multiplas dimensdes de justica ao projetar e avaliar
sistemas de recomendacao.

A alta injustica individual combinada com a baixa injustica do grupo, nas
filtragens baseada em conteido e hibrida mista, sugere que, embora o sistema de
recomendacdo atenda bem as necessidades gerais do grupo, falha em proporcionar ex-
periéncias personalizadas de alta qualidade para todos os usudrios individualmente. Isso
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destaca o desafio de equilibrar a personalizacdo individual com a otimizagdo para o cole-
tivo.
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