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Abstract Recently, Mobile Edge Computing (MEC) and service migration policies have shown promising results to
improve the user experience and optimize infrastructure resources. In addition, Unmanned Aerial Vehicles (UAVs)
appear as a promising solution to provide cloud service in collaborationwith traditionalMEC scenarios. However, in
conjunction with the resources available on users’ devices, contextual information has been ignored bymost policies.
In this article, we propose a service migration strategy based on contextual information and evaluate the influence
of user mobility on migration strategies, called DVSM. Simulation results highlight the superior performance of
the DVSM compared to state-of-the-art algorithms and a performance equivalent to the optimal solution when the
collection and analysis of context information are carried out correctly.
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1 Introduction

Mobile communication technologies have experienced ex-
ponential growth over the last few years in the number of
users, applications, and data traffic with services such as
high-quality multimedia streaming, Virtual and Augmented
Reality (VR/AR), and online gaming Xu et al. (2020); Alen-
car et al. (2021). However, it is challenging to deliver such
content with Quality of Service (QoS) support (i.e., low la-
tency, mobility support, energy efficiency, and high band-
width) over the current communication infrastructure Li et al.
(2018); Araújo et al. (2019). Meanwhile, the distance be-
tweenmobile users and geographically distributed cloud data
centers substantially impacts latency.
According to recent surveys, multimedia services repre-

sented 82% of traffic by 2022 (Cisco, 2019). Most of the
time, these services are requested by users in constant move-
ment, and their continuity is one of the key factors for a seam-
less Quality of Experience (QoE). As a promising technology
to accommodate the explosive growth of such service in mo-
bile scenarios, Mobile Edge Computing (MEC) has attracted
a great amount of research interest from global researchers
and engineers Rosário et al. (2018). MEC deploys calcula-
tion, storage, processing, and other functions on the side of
Base Station (BS) without uploading tasks to the cloud data
center Santos et al. (2020). It has a number of benefits, such
as reducing bandwidth consumption, reducing latency by lo-
cating resources at nearby users, and improving transmission
efficiency Aggarwal and Kumar (2019).
However, decreasing transmission delay and maintaining

good QoE and QoS is much more than simply deploying mo-
bile applications and services at the network’s edge. This

is due to unpredictable user mobility, limited range of fixed
BS, and scarcity of available resources. To overcome these
challenges, Unmanned Aerial Vehicles (UAVs) are solid al-
ternatives due to UAVs have been growing in computing and
storage capabilities, as well as longer flight times leading
to Flying Edge Computing (FEC) era Faraci et al. (2020);
Yuan and Muntean (2020). Specifically, FEC provides com-
puting and storage capabilities in UAVs, which can connect
directly to users and provide services, which diverges from
traditional MEC at its capabilities for dynamically position-
ing UAV nodes in 3D space to provide Line of Sight (LOS)
links between servers and end-users Pacheco et al. (2021). In
general, UAVs can be aggregated with traditional MEC net-
works and act as mobile base stations to improve QoS and
QoE in very low latency and very high bandwidth services
Zhao et al. (2022). In addition, a UAV can serve local content
caching and forwarding Montero et al. (2021).
In addition to architecture, an adequate service migration

mechanism that jointly considers context factors and device
characteristics becomes an important issue in an FEC sce-
nario. The mechanism guarantees the efficiency of the re-
quested service migration, migrating it in a timely manner to
be executed, avoiding new requests and an overload on the
network. In this sense, to best serve user needs, servicesmust
be migrated to UAVs to keep the services as close as possible
to the mobile users, considering the trade-off between min-
imal QoS requirements for mobile users and cost Pacheco
et al. (2021). Hence, mechanisms for managing services are
fundamental to maintaining the QoE.
This article introduces a dynamic video service migration

in the FEC scenario called DVSM. It logically migrates ser-
vices to serve as many user requests as possible and reduces
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latency and energy consumption. The dynamic video service
migration mechanism relies on latency, storage, available
bandwidth, and remaining energy. Simulation results show
that DVSM maintains QoE close to the optimal solution and
up to 74% higher compared to recent studies in the literature.
For instance, DVSM can reduce the number of stalls up to
80% and the duration of stalls up to 83%. In addition, DVSM
increases the average bitrate of adaptive video stream up to
50% better than analyzed service migration mechanisms
We extend the previous work Araújo et al. (2021) with an

extensive review of related works, a more detailed descrip-
tion of the mechanism, and an extensive evaluation of the
impact of contextual information in video service migration
mechanisms under a different network scenario. In this con-
text, the contributions of this work can be summarized as
follows:

• We model the video service migration problem as
Markov Decision Process (MDP), and the service mi-
gration reward function is constructed taking into ac-
count context features.

• As solving the optimal solution in a problem might be
hard due to high complexity in time, we also design a
dynamic video service migration algorithm, which re-
duces the search space, determining a cutoff threshold.

• We study the influence of predictive features on the
quality of video services migration, evaluating different
schemes of service migration. Results show that service
quality can be degraded if context information is not ad-
equately predicted, even if looking for the optimal solu-
tion.

The remainder of this article is organized as follows. Sec-
tion 2 describes existing proposals in the literature and their
main differences. Section 3 discusses the system model and
the dynamic video service migration mechanism. Section
4 describes the simulation environment and discusses sim-
ulated results. Section 5 presents conclusions.

2 Related Work
Based on the user mobility model, Chen et al. (2017) de-
signed a green andmobility-aware caching scheme by jointly
optimizing user mobility and transmission power, which can
improve the content service migration ratio and reduce en-
ergy consumption. Besides, Quer et al. (2018) proposed a
proactive storage policy as a promising possibility to over-
come the reactive paradigm. They provided a closed-form
expression for the average cost of the system and derived
an optimization framework for the storage service. Results
show the performance of optimal and heuristic policies for
a static (non-proactive) policy, showing that it can signifi-
cantly reduce system cost for all levels of user mobility when
users share a common interest in some files.
Alencar et al. (2021) proposed a QoE VR-based mecha-

nism for allocating microservice dynamically in 5G architec-
tures named Fog4VR. Moreover, they presented an integer
linear programmingmodel to find the optimal global solution
for microservice allocation known as INFORMER. Their re-
sults demonstrate the efficiency of Fog4VR compared to ex-

isting mechanisms in terms of cost, migration time, fairness
index, and QoE.
Vo et al. (2020) proposed a multi-layer storage and

resource-sharing solution that allows mobile users to receive
video versions through communications carried out between
devices, micro BSs, and macro BSs in ultra-dense 5G net-
works. Their work considers downlink resources and storage
resources in macro cells, micro, and mobile nodes in order to
satisfy the mobile user requesting a specific video.
As a promising solution, many studies have proposed

Markov-based techniques to migrate services. Li et al.
(2021) proposed a dynamic service migration based on deep
Q learning in a Software Defined Network (SDN)-based
MEC architecture to provide users with seamless service mi-
gration to ensure service continuity and high-quality services.
Firstly, the service migration problem was expressed as a
Markov decision process. Secondly, the service migration
process was analyzed, and a service migration reward func-
tion was constructed. Finally, deep Q learning was used to
obtain the optimal service migration strategy and to effec-
tively improve the cache hit rate, to reduce the backhaul traf-
fic load, and to control the average access delay and energy
cost.
Ouyang et al. (2018) proposed a mobility-aware dynamic

placement for MEC, based on Lyapunov optimization and
Markov approximation technique. Their proposed algorithm
aims to dynamically migrate services among multiple edge
nodes to maintain the service performance. Simulation re-
sults demonstrated the effectiveness of the mobility-aware
algorithm compared to some baseline strategies such as the
Always migration strategy, No migration strategy, and a
Greedy strategy.
Due to FEC being new in service migration, we have ad-

dressed some works like Ouyang et al. (2021) and Costanzo
et al. (2020), where UAVs act as base stations in migration
strategies. Ouyang et al. (2021) established a model of the
Markov decision process with unknown rewards (MDPUR)
based on the traditional MDP, which comprehensively con-
siders the three aspects of the migration distance, the residual
energy status of the UAVs, and the load status of the UAVs.
Based on the MDPUR model, they proposed an advantage-
based value iteration (ABVI) algorithm to obtain an effective
task migration strategy, which can help the UAV group to
achieve load balancing and reduce the total energy consump-
tion of the UAV group under the premise of ensuring user
service quality. Results of simulation experiments showed
that the ABVI algorithm is effective compared to the tradi-
tional value iterative algorithm.
Costanzo et al. (2020) proposed a dynamic optimiza-

tion strategy to allocate communication and computation re-
sources in an MEC scenario, where UAVs act as flying base
station platforms endowed with computation capabilities to
provide edge cloud services on demand. Themethod exploits
stochastic optimization tools to optimize the resources and
the KW algorithm to update the altitude of the vehicle in or-
der to find the optimal position concerning the overall system
energy saving under average latency constraints.
Gao et al. (2017) proposed a storage-aware scheme for dis-

tributed surveillance video processing with hybrid storage ar-
chitecture, which considers the heterogeneity of the node pro-
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Table 1. Summary of related work.
Study Features Solution

Location Storage Net. Band. Energy Delay
Chen et al. (2017) ✓ - - ✓ - Proposed an optimization of user mobility and transmission power.
Quer et al. (2018) ✓ - - - ✓ Proposed an integer linear programming and an optimization heuristic

Alencar et al. (2021) ✓ ✓ ✓ - ✓ Proposed an QoE-VR-based mechanism and a Linear Programming
Vo et al. (2020) - ✓ - ✓ - Proposed a mixed integer linear programming
Li et al. (2021) - - ✓ ✓ ✓ Proposed a dynamic service migration based on deep Q learning

Ouyang et al. (2018) ✓ - - - - Proposed a mobility-aware dynamic placement for MEC, based on Lyapunov optimization and Markov approximation technique
Ouyang et al. (2021) ✓ ✓ - ✓ - Proposed an ABVI algorithm for effective task migration.
Costanzo et al. (2020) ✓ - - ✓ ✓ Proposed a dynamic optimization strategy to allocate communication and computation resources in a Multi-access Edge Computing scenario
Gao et al. (2017) - ✓ - - - Proposed a storage-aware scheme for distributed surveillance video processing with hybrid storage architecture
Wang et al. (2019) ✓ - - - ✓ Designed an MDP and new algorithm and numerical technique for computing the optimal solution
Hao et al. (2020) ✓ ✓ ✓ - ✓ Proposed a cognitive caching scheme
Zhu et al. (2019) ✓ ✓ ✓ - ✓ Proposed an architecture and a scheme for optimizing video service migration

Proposal ✓ ✓ ✓ ✓ ✓ Designed a MDP and an dynamic service migration mechanism

cessing and storage capabilities. Their results showed that
the proposed scheme could significantly improve the effi-
ciency of surveillance video processing and data migration.
In this way, Wang et al. (2019) formulated a service mi-

gration problem as an MDP. Their formulation captures gen-
eral cost models and provides a mathematical framework to
design optimal service migration policies. In order to over-
come the complexity associated with computing the optimal
policy, they approximated the underlying state space by the
distance between the user and service locations. Moreover,
the authors also proposed a new algorithm and a numerical
technique for computing the optimal solution, which is signif-
icantly faster than traditional methods based on the standard
value or policy iteration.
Migrating services or contents to edge servers reduce the

transmission and latency to access the service. Based on this,
Hao et al. (2020) proposed a cognitive caching scheme ar-
chitecture and scheme that includes what to do in cognitive
caching and how to do cognitive caching. Their experimental
results show that the proposed cognitive caching scheme is
superior to other caching schemes in terms of learning regret
and caching cost. Further, Zhu et al. (2019) proposed an ar-
chitecture and a scheme with solutions for optimizing video
service migration called PMVCS. The authors exploited net-
work node prediction, caching, and D2D communication ca-
pabilities while considering the adaptive characteristics of
multi-bitrate videos.
The above works have studied the problem of service mi-

gration. Even though most work has considered user mo-
bility and network delay, the factors they consider need to
be more comprehensive. Hence, a dynamic service migra-
tion mechanism based on delay, user mobility, available stor-
age, and devices’ remaining energy in FEC networks is pro-
posed. The dynamic service migration mechanism considers
several contextual factors to makemobile edge caching more
effective. Compared with previous research works, the dif-
ferences of the proposed mechanism in this paper are shown
in Table 1.

3 Dynamic Video Service Migration
in Flying Edge Computing Scenario

In this section, we present the service migration mechanism
named DVSM by considering the remaining energy of users’
devices, user mobility, and network conditions as contextual
information. We consider adaptive video distribution in an
FEC architecture, where server nodes are deployed anywhere

in the network, such as macro-BSs, fixed micro-BSs, UAVs,
edge nodes, etc. Micro BSs nodes are placed betweenmobile
devices (at the bottom) and macro BSs, as shown in Figure 1.
In this way, both cloud, BSs, and edge nodes work collabora-
tively to provide video services with QoE support. Moreover,
we model the whole system and migration mechanism in an
MDP model in order to find the optimal solution and show
how close DVSM is to that.

3.1 System Model
Figure 1 illustrates an FECArchitecture formed of end-users,
mobile Micro-BSs (UAV-BSs), fixed Micro-BSs, Macro-
BSs, and cloud, all connected directly or indirectly to each
other using wireless technologies. We define a set of mi-
cro BS as b ∈ B ≡ {b1, . . . , bSBS} and macro BSs as
m ∈ M ≡ {m1, . . . , mMBS}. Micro BSs are divided
into two categories: fixed micro BS with a low transmission
power; and mobile micro BS (i.e., UAV as BS), which can
move in three dimensions and connect directly to the end-
user when there is a LOS link. Further, we assume that a
user cannot simultaneously connect to multiple micro BSs.
Each user u ∈ U ≡ {u1, . . . , uU } is mobile and is always
connected to a macro BS m or a micro BS b closer.
Time has been divided into time intervals that are labeled

with a discrete index t ∈ N. Users can request a file at each
time interval, and the server proactivelymigrates the services
to a specific area (i.e., mobile nodes, micro BSs, or macro
BSs). Also, the requested file can be transmitted over a De-
vice to Device (D2D) link, if it is available in the local cache
of another user in the same area. Otherwise, it is delivered
over an mmWave link by the micro or macro BS.

3.2 Markov Decision Process Model
According to Chen et al. (2017), user mobility impacts ser-
vice migration performance and wasted resources on cellular
networks. Hence, it is essential to consider user mobility and
node distribution to ensure high system quality and provide
a service migration without wasting resources. In addition,
inaccurate information can also limit service performance.
Overestimating remaining energy, storage, and bandwidth
values can cause disruptions in video service migration, and
underestimating these values can limit migration, such as the
quality of an adaptive video.
In this way, we model each request of video service mi-

gration as an MDP as shown in Figure 2. Let nt be a state at
time t, and N denote the state space that contains all states.
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Figure 1. Flying Edge Computing Scenario.

It is assumed that UAVs and users have predefined locations
that change over time, as well as limited energy and storage.
The state space N is defined as N = {C ∪ M ∪ B ∪ U},
where C is a set of distributed cloud server. Same as Wang
et al. (2019), we use the concept of action set. For example,
An = (a1, a2) can denote the action set available at states,
where action a1 means that the service is migrated to another
server, while action a2 means the same server still serves the
user.

Figure 2. Markov Decision Process model of service migration.

For a given action a, there will be a state transition from
state to another state n′, with which there is also a reward
r(n, n′, a) given by:

r(n, n′, a) = (αSn′ − βdu,n′) δ
Sn′ ,net
f,u,n Zf

u (1)

where n′ is the state at time t + 1; α and β are weighted
factors; Sn′ is the available storage on destination node at
state n′; and du,n′ is the network delay between node u and

destination node at state n′. Zf
u is the probability of a user u

requesting a file f ∈ F , and δ
Sn′ ,net
f,u,n is a binary state variable

that determines whether the minimum network, storage, and
energy requirements were met. Let user mobility be known
through the probabilitymatrixT , whereT n

n′ denotes the prob-
ability of a user moving from state n to state n′, which is
equal to the transition probability p(n′|n, a). Given that, a
long-term expected reward generated by policy π is denoted
as follows:

vπ = lim
k→∞

E{
k∑

t=0
r(nt = n, nt+1 = n′, at = aπ)} (2)

In most scenarios, vπ is limited by the user mobility, reach-
ing a terminal state in MDP. In order to limit the maximum
value of vπ regardless of user mobility, we denote a discount
factor 0 ≤ γ ≤ 1, and the long-term expected discounted
reward is given by Eq. 3.

vπ
γ = lim

k→∞
E{

k∑
t=0

γtr(nt = n, nt+1 = n′, at = aπ)} (3)

We denote v∗(n) the maximum long-term expected dis-
counted reward as v∗(n) = maxπv(n), given initial state n.
Using the predefined denotations, we solve themaximization
problem by the Bellman Expectation equation v∗(n) (Puter-
man, 2014), which can be expressed in Eq.4, and we find the
optimal solution. Table 2 summarizes the most used nota-
tions in this work.

v∗(n) = maxπ{r(n, n′, a) +
∑

n′∈N
γp(n′|n, a)v(n′)} (4)
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Table 2. Most used notation.
Symbol Definition
U , Ub, u User set, user index

B, b Micro BS set, micro BS index
M, m Macro BS set, macro BS index

N , n, n′ State set, state at the current step, state at time t+1
F , f File set, file index
J , j Destination node set, destination node index
Sn Available storage of destination node at state n

du,n Network delay from user u to destination node at state n
T n

u Probability of a user node u being in the range of a destination node at state n
Zf

u Probability of a user u request a file f
α, β Weight variables

δS,net,en
f,u,n Binary variable of network, storage and energy requirements

γ Discount factor
r(n, n′, a) Instant reward
NET t+1

u,j Instant network available bandwidth at time t + 1
St+1

j Instant available storage at time t + 1
EN t+1

j Instant remaining energy at time t + 1
τ Minimum threshold
vπ Long-term expected reward
vπ

γ Long-term expected discounted reward
v∗(n) Maximum Long-term expected discounted reward/Bellman Expectation equation

3.3 Dynamic Video Service Migration

The key principle of our proposed strategy is to ensure that
the requirements for service migration are met and delays are
mitigated to provide a seamless service migration in terms of
end-user QoE, under the conditions of that context. It means
that video quality and location are limited by context factors
such as user mobility, node storage capacity, or power supply.
We define the optimal solution as the MDP solution using

Bellman’s expectation equation (Eq 4) in the search for the
highest reward, which relies on the amount of available stor-
age, as well as remaining energy in the devices and good con-
nection quality. In addition, assuming the optimal solution
of theMDPmodel is a context-aware solution, we developed
a Dynamic Video Service Migration algorithm (DVSM) that
uses cutoff values and prediction methods in search of a sat-
isfactory solution for various scenarios. Let j be a destina-
tion node and J a set of destination nodes. Assuming 1{W}
the indicator function of a requirement W , we denote with
δNET

f,u,j , δS
f,j , and δEN

f,j binary state variables, provided by:

δNET
f,u,j = 1{NET t+1

u,j } ≥ τnet
f,u,j , ∀f ∈ F ; ∀u ∈ U ; ∀j ∈ J

(5)

δS
f,j = 1{St+1

j ≥ τS
f,j}, ∀f ∈ F ; ∀j ∈ J (6)

δEN
f,j = 1{EN t+1

n ≥ τen
f,j}, ∀f ∈ F ; ∀j ∈ J (7)

These equations include instant values of available net-
work bandwidth, available storage, and remaining energy at
time t + 1 (NET t+1

u,j , St+1
j , and EN t+1

j ) and a set of mini-
mum thresholds τu∗,f,j that may vary according to each user,
file and state.
We assume a node controller receives mobility matrix T

and is also topology-aware. For each file f ∈ F where
Zf

u > 0, the algorithm randomly selects an edge node as
the destination node. Moreover, the algorithm computes a
probability of the user moving to the same location as the
destination node at time t + 1 and estimates a network band-
width according to exponential moving average (EMA) algo-
rithm, where coefficient ϕ represents the degree of weighting
decrease, a constant smoothing factor between 0 and 1, as
shown in Eq. 8 (line 5).

ˆNET =
{

ϕ ˆNET (i − 1) + (1 − ϕ)NET (t) , if t > 1
NET (1) , if t = 1 (8)

Algorithm 1:Dynamic video service migration algo-
rithm.
Input :J , T, Zf

u

Output :Destination Node
1 Randomly set destination node as j ∈ Jedge

2 foreach j ∈ {Jedge, Jmicro, Jmacro, Jcloud} do
3 foreach Tu,j > 0 ∈ T do
4 foreach Zf

u > 0 ∈ Z do
5 Calculate NET t+1

f,u,n with Eq. 8;
6 Calculate St+1

j with Eq. 9;
7 if j ∈ Jedge|| j ∈ UAV) then
8 Calculate EN t+1

j with Eq. 10;

9 Initialize minimum thresholds τ ;
10 Calculate binary variable δS,net,en

f,u,n ;
11 if δS,net,en

f,u,n then
12 Calculate instant reward with Eq. 1;
13 if Instant reward > ϵ then
14 Set destination node as j;
15 return destination node;

Algorithm 1 presents the main dynamic video service mi-
gration proposed. It starts the search at a node j ∈ Jedge and
thus checks whether there is a probability of an encounter be-
tween the user and the destination node and the probability
that node j contains the requested file (lines 2-4). After that,
the proposed algorithm estimates network conditions, avail-
able storage, and remaining energy in destination node j at
time t + 1 as shown in Eq. 8, Eq. 9 and Eq. 10 (lines 5-11),
where NETt is the instant network bandwidth at time t, and
c1 and e1 are constants value between 0 and 1. In addition,
EN(size(index(Zf

u ))) returns the energy required to trans-
mit the most requested file. Finally, it computes the instant
reward using Eq. 1 and sets the destination node as j if the re-
ward value is higher than the cutoff threshold (lines 12-15).
Otherwise, it evaluates the next candidate node in a set of
the same category. When there are no nodes with minimum
requirements in that category, the service migration strategy
shifts the search space to a subsequent node category (line
2).

St+1
j = St

j − c1NETt (9)

EN t+1 = EN t − e1EN(size(index(Zf
u ))) (10)

The MDP solution using Bellman’s expectation equation
may require a large number of iterations before converging
to the optimal solution, which results in an unfeasible solu-
tion for real scenarios. However, the average complexity of
the proposed algorithm depends directly on the probability
of stopping the search. Eq. 11 describes the probability of
stopping the search as the sum of the probabilities of the user
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finding the possible destination nodes multiplied by the prob-
ability of these nodes meeting the minimum requirements of
a viable solution. As a result (shown in Figure 3), as the
number of nodes in the network increases, the probability of
stopping the search increases, reducing the time to find a vi-
able solution to the problem.

Pstop =
J∑

j=1
Tu,jPj(instantreward > ϵ) (11)

Figure 3. Response time per number of idle nodes

4 Performance Evaluation
This section presents an evaluation of the DVSMmechanism
using various simulation tests and performance metrics. We
describe the simulation environment and the performance
metrics used. Specifically, we analyzed the performance of
DVSM and four other mechanisms.

4.1 Simulation Setup
We implemented the proposed service migration strategy and
the other evaluation strategies in the NS-31 simulator. NS-3
implements the LTE andmmWave protocol stack for commu-
nication. It is expected that 5G networks will be composed
of ultra-dense heterogeneous radio networks compared to 4G
systems, increasing the data rate at the network edge Costa
et al. (2020). In this sense, we considered a scenario with an
area of 2 km ×2 km, with 8 macro-BSs covering the entire
scenario and 90 micro-BSs distributed across the scenario.
Specifically, we deployed 78 fixed Micro-BS and 12 mobile
Micro-BS (i.e., 6 active mobile Micro-BS and 6 backup mo-
bile Micro-BS). We consider the backup micro-BS to replace
active BSs running out of battery. Macro cells have a trans-
mit power of [46] dBm, while micro cells have a transmit
power of [23] dBm, including UAV-BSs.
Further, we implemented different scenarios, varying the

number of active nodes (nodes that request content/service)
from 60 to 120, and idle/relay nodes from 300 to 600. The
simulation considers the Nakagami and LOS path loss model,
which can be very suitable for urban scenarios and four
videos encoded in seven qualities, following a video service
request distribution, as shown in Table 3. It is important to

1http://www.nsnam.org/

mention that the choice of video quality depends on the con-
text conditions, which is like a part of the output of the pro-
posed algorithm. Therefore, it is possible to have all 7 video
qualities present in the scenarios, or it could be situations
with only 1 video quality present at the moment. Hence, the
choice depends on the conditions.

Table 3. Resolution and Bitrate.
Resolution Bitrate

240p 300 kbps
360p 500 kbps

HD 480p 1000 kbps
HD 720p 2250 kbps

Full HD 1080p 4500 kbps
Quad HD 1440p 9000 kbps
4K UHD 2160p 13000 kbps

We conducted a total of 231 simulations distributed uni-
formly (33) for each parameter set: 1) 300 idle nodes and
60 active nodes; 2) 300 idle nodes and 80 active nodes; 3)
300 idle nodes and 90 active nodes; 4) 300 idle nodes and
120 active nodes; 5) 400 idle nodes and 60 active nodes; 6)
500 idle nodes and 60 active nodes; 7) 600 idles nodes and
60 active nodes. It is important to state that there are seven
different scenarios, but they were aggregated into two dif-
ferent setups. The first setup unites the four first scenarios
(i.e., scenarios 1-4), while the second setup unites scenarios
1 and 5-7. All 231 simulations were executed in a single
batch of the script, uninterruptedly, for a few days; however,
they are presented here as seven distinct scenarios and then
split among two different simulation setups for a better pre-
sentation and discussion of the results. Details of simulation
parameters are shown in Table 4.

Table 4. Simulation Parameters.
Parameter Value

Maximum number
of active nodes 60, 80, 100, 120
Number of

inactive nodes 300, 400, 500, 600
Storage Size

(Edge, Micro-BSs,
Macro-BSs, Cloud) 1000 MB, 10000 MB, 100000 MB, unlimited

Energy Model Σ E(Transmission,Processing,Mobility)
Arrival rate of
video service

request distribution Poison
Transmit Power (Edge,
Micro-BSs, Macro-BSs) 23 dBm, 23 dBm, 46 dBm

Pathloss Model Nakagami and LOS
Mobility Model RandomWalk with pause time
UAV height 30m

Regarding adaptive video evaluation, QoS metrics are not
enough to evaluate video services’ quality level since they
fail to capture subjective aspects of video content related to
human experience and subjectivity. In this context, QoEmet-
rics overcome those limitations to reflect subjective aspects
of human perception, and thus we rely on a well-known ob-
jective QoE metric. Specifically, we investigate the impact
of service migration for adaptive video services in an FEC
environment from the QoE perspective (i.e., stalls duration,
number of stalls, and average bitrate). Moreover, we eval-



Dynamic Video Service Migration in Flying Edge Computing Networks Araújo et al. 2023

uate the impact of service migration based on the service
provider perspective method (i.e., service provider distribu-
tion and service migration success rate) for a different num-
ber of video service requests.

4.2 Results and analysis
In this section, extensive numerical analysis is presented to
verify the effectiveness of the proposed migration strategy
DVSM. We compared the proposed strategy with an opti-
mal solution, obtained solving the MDP in Section 3.2, and
three baseline approaches, named, Storage-aware like Gao
et al. (2017), Mobility-aware like Ouyang et al. (2018), and
PMVCS. Storage-aware and Mobility-aware are service mi-
gration strategies that consider one main feature as a param-
eter to determine the appropriate location to migrate a ser-
vice (storage and mobility, respectively). In this work, we
aimed to have a proof of concept of our proposal to verify
its strength against some classic service migration strategies.
Therefore, Storage- and mobility-aware solutions were se-
lected, since they are generally standard procedures in terms
of migration. On the other hand, PMVCS is a more mod-
ern approach, and it refers to the migration strategy of Zhu
et al. (2019) that considers other contextual factors such as
network bandwidth and delay in choosing the best location
for the migration of the service.
Figure 4 illustrates the success rate of service migration,

distribution of services, and the number and duration of stalls
for different migration strategies, and average bitrate ob-
tained for the first simulation setup (i.e., Scenarios 1-4). Fig-
ure 4a indicates DVSM has allocated most of the requested
service in edge nodes followed by micro-BS, macro-BS, and
cloud. This performance is explained by the fact that DVSM
prioritizes video service migration to edge nodes with lower
delay, taking into account available storage space, remaining
power on the target device, available bandwidth, and user lo-
cations, enabling DVSM to choose the good locations (usu-
ally in the same category of optimal one). Before perform-
ing a service migration, the migration mechanism chooses
a location to allocate the service and then executes the mi-
gration. If the service migration was not migrated properly,
the requested service is migrated directly from the cloud to
the user, causing delays and taking up the bandwidth of the
backhaul link. The distribution metric in Figure 4a consid-
ers this scenario, increasing the number of services allocated
in the cloud since the mechanism did not correctly allocate
the requested video.
The DVSM mechanism provides results close to the op-

timal solution. Specifically, DVSM allocated 36% of re-
quested service in edge nodes, 26% in micro-BS, 22% in
macro-BSs, and 16% in the cloud. Optimal solution allo-
cated 37% of requested services in edge nodes, 27% in micro-
BSs, 22% in macro-BSs, and 14% in the cloud, totaling 2%
difference compared to DVSM. On the other hand, PMVCS
allocated 29% of services in edge nodes, 22% in micro-BSs,
20% in macro-BSs, and 29% in the cloud, totaling 13%
difference compared to the optimal solution. Furthermore,
mobility-aware and storage-aware mechanisms have raised
the number of services allocated in the cloud to as much as
40% and 59%, respectively.

Defining the optimal solution service migration as a suc-
cessful migration, we analyzed the other migration mech-
anisms through the service migration success rate metric
as illustrated in Figure 4b. The proposed mechanism had
the highest success rate, followed by PMVCS, Mobility-
aware, and Storage -aware because DVSM and PMVCS are
multiple-feature-based mechanisms while Mobility-aware
and Storage-aware take into account only mobility or stor-
age in order to find the service migration.

Results illustrated in Figures 4c and 4d indicate DVSM
provided the lowest number of stalls with the shortest dura-
tion, which is an essential behavior since high values may
induce users to leave the video service entirely. They are
consequences of a higher average bitrate obtained by DVSM
if compared to PMVCS, Mobility-aware, and Storage-aware,
illustrated in Figure 4e. While the optimal solution had an
average bitrate up to 4920 Kbps, DVSM had an average bi-
trate up to 4898 Kbps, PMVCS had an average bitrate up
to 4224 Kbps, and mobility-aware and storage-aware had
an average bitrate 3718 Kbps and 2814 Kbps, respectively.
This equates to a 32% higher proposal quality compared to
the mobility-aware strategy and 74% higher than the storage-
aware strategy.

Observing results of Figures 4a, 4c, and 4d, we note sys-
tem quality decreases in user QoE perspective and service
provider perspective as long as the number of active users
increases. It occurs because the number of requests also in-
creases, overloading the network infrastructure.

In order to evaluate the performance of service migration
mechanisms in another way, we performed the second setup
of simulations (i.e., involving Scenarios 1, 5-7). Thus, we
kept the scenarios of 60 active nodes per macro-BS and var-
ied the number of inactive users (users who do not require
service migration) per macro-BS, from 300 to 600. As illus-
trated inFigures 5a and 5b, the number and duration of stalls
decreased as the number of idle nodes also increased. This
happens because the greater the number of idle nodes, the
greater the possibility of it serving as a relay node that allo-
cates services requested by other nearby nodes, and transmits
them through a D2D link.

Our performance evaluation analysis identified that
DVSM produces the closest performance of Optimal solu-
tion for QoE and service provider perspectives compared to
other service migration mechanisms. DVSM is a multiple-
feature-based mechanism that considers delay, available stor-
age, available bandwidth, and energy, which is desirable for
service migration and adaptive video applications. There-
fore, DVSM provides greater efficiency in distributing con-
tent since its decision-making prioritizes efficiency in favor
of balancing the network, or vice-versa, when necessary, de-
livering more QoE to users with better resource usage. On
the other hand, other strategies are associated with the defi-
ciency of metrics for a decision, and relying only on mobil-
ity or storage, leads to inadequate allocation decisions, espe-
cially for high-demanding scenarios. Finally, PMVCS has a
poor performance related to user QoE and service provider
perspective compared to DVSM due to metrics used for
decision-making methods for predicting contextual features.
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(a) Service provider distribution in a scenario of 60 active nodes and 300 inactive
nodes per macro-BS. (b) Service migration success rate per number of active per macro-BS.

(c) Duration of stalls. (d) Number of stalls.

(e) Average bitrate of the simulated FEC scenario.
Figure 4. Results based on number of active nodes per macro-BS for adaptive video service migration.

(a) Duration of stalls. (b) Number of stalls.

Figure 5. Results based on number of idle nodes per macro-BS for adaptive video service migration.

5 Final Considerations

This work introduced DVSM, a dynamic service migration
mechanism for adaptive video stream services. DVSM dis-
tributes adaptive video content with QoE support using the
flying edge computing environment concepts. For decision-
making, the DVSM mechanism uses a cutoff-based algo-
rithm to find a satisfactory solution. Moreover, this work in-
troduced an optimal solution found through an MDP model.
Simulations were performed with the DVSM, PMVCS, op-
timal solution, Mobility-aware, and Storage-aware mecha-
nisms to distribute video contents based on service migration
and FEC environment. Results showed that theDVSMmech-
anism decreases the stalls and stall duration and increases the
average bitrate compared to other mechanisms while staying
close to the MDP optimal solution. We plan to extend our
mechanism for future work by adding new contextual fea-

tures such as computing capacity and newmethods of predict-
ing mobility. Furthermore, we intend to evaluate in other 5G-
dense scenarios, migrating Ultra-Reliable Low-Latency ap-
plications, and performing against other modern approaches
that use different contextual factors.
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