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Abstract The constant expansion of e-commerce, recently boosted due to the coronavirus pandemic, has led to a
massive increase in online shopping, made by increasingly demanding customers, who seek comments and reviews
on the Web to assist in decision-making regarding the purchase of products. In these reviews, part of the opinions
found are comparisons, which contrast aspects expressing a preference for an object over others. However, this
information is neglected by traditional sentiment analysis techniques and it is not applicable for comparisons, since
they do not directly express positive or negative sentiment. In this context, despite efforts in the English language,
almost no studies have been done to develop appropriate solutions that allow the analysis of comparisons in the
Portuguese language. This work presented one of the first studies on comparative opinion in Portuguese. Four
main contributions are (1) A hierarchical approach for detecting comparative opinions, which consists of an initial
binary step, which subdivides the regular opinions from the comparatives, to further categorize the comparatives
into the five opinion groups: (1) Non-Comparative; (2) Non-Equal Gradable; (3) Equative, (4) Superlative; and (5)
Non-Gradable. The results are promising, reaching 87% of Macro-F1 and 0.94 of AUC (Compute Area Under the
Curve) for the binary step, and 61% of Macro-F1 in multiple classes; (2) An lexicon algorithm to detect the entity
expressed as preferred in comparative sentences, reaching 94% of Macro-F1 for Superlative; (3) Two new datasets
with approximately 5,000 comparative and non-comparative sentences in Portuguese; and (4) a lexicon with words
and expressions frequently used to make comparisons in the Portuguese language.
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1 Introduction

The number of global digital buyers has been increasing,
and the trend is that these numbers will continue to increase
due to the boost given by the Covid-19 pandemic, which
has forced people to adapt to this new online ecosystem
[Berthene, 2022]. The main advantage of E-commerce is to
reach a large number of people in different places despite dis-
tance and time [Nasti et al., 2020]. All this online interaction
in purchases, sales, and reviews generates a large amount of
information, which is used by increasingly demanding cus-
tomers to make decisions through reviews of opinions and
reviews made on forums, blogs, and even on Online Social
Networks (OSN) [Pitman, 2022].
In this context, opinions and reviews about a product can

be divided into two types: (i): regular opinions, which are di-
rect or indirect, criticizing or highlighting positive points of
different aspects; and (2) comparative opinions, which con-
trast aspects of a given product with the same aspects of its
competitors [Liu, 2012]. While regular opinions express a
sentiment about a brand or a product, comparatives express
a common form of evaluation indicating a contrast or similar-
ity between different products. This ability to make compar-
isons expressing order and preference is a basic component

of human cognition, which is reflected in natural language
through comparative sentences, a direct and efficient way of
contrasting objects showing preferences [Sapir, 1944].

A large number of efforts in the literature focus on the ap-
plication of sentiment analysis techniques to classify opin-
ions into positive, negative and neutral, using lexical ap-
proaches [Taboada et al., 2011; Ribeiro et al., 2016; Araujo
et al., 2016; Melo et al., 2019] and different supervised ma-
chine learning techniques [Bespalov et al., 2011; Wang et al.,
2016; de O. Carosia et al., 2019; Mehta et al., 2020; Zhang
et al., 2018; Basiri et al., 2021; Pathak et al., 2021]. How-
ever, for mining comparative opinions, these traditional sen-
timent analysis techniques are not enough. For example, in
the comparative sentence: “Smartphone X is better than Y”,
the polarity is insufficient for a deeper analysis that aims to
extract additional information, such as which products are
compared and even which object is preferred. This informa-
tion can be extracted from comparison and is extremely valu-
able not only for users, but also for companies looking to un-
derstand users’ views of their brand, product, and also their
competitors.

Thus, in this field, one of the fundamental efforts to ana-
lyze and extract useful information from the comparisons is
the creation of a mechanism to detect which sentences from a
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set of revisions can be classified as comparative, distinguish-
ing them from non-comparative sentences. This task is es-
sential because the correct classification of sentences allows
directing efforts to apply techniques suitable for each type
of opinion, which is important, for instance, for a product
recommendation, effective marketing plan generation, and
reputation management.
Given the importance and applicability of the task of

identifying expressions containing comparisons between dis-
tinct products considering different aspects, several emerg-
ing studies aim to propose techniques to solve the problem.
Overall, these techniques are language-dependent, and al-
though efforts are directed toward specific languages such
as Arabic [El-Halees, 2012; Eldefrawi et al., 2019], Chinese
[Huang et al., 2008], Vietnamese [Bach et al., 2015] e Ko-
rean [Yang andKo, 2009, 2011], to the best of our knowledge,
is no effort to build an approach to detect comparative ex-
pressions in Portuguese, which is among the 10 most spoken
languages in the world [Souza et al., 2017]. Further, Brazil
is the largest Portuguese-speaking country in the world and
represents a vast e-commerce market that requires specific
solutions for this context [Pompeo, 2022].
Therefore, this work aims to fill this gap, presenting

a framework for studying comparative sentences in Por-
tuguese, that ranges from detecting regular and comparative
opinions to extracting preferences expressed in comparative
sentences. Our primary objective can be segmented into two
sub-goals. Initially, when presented with a collection of re-
views, our emphasis is on recognizing comparative opinions.
Subsequently, within the comparative opinions, we detect
which entity expresses itself as the preferred one.
Our work is one of the first studies in Portuguese and pro-

poses a novel automatic strategy based on machine learning
algorithms for the detection of comparative sentences, cat-
egorizing them into five classes: (1) Non-Comparative; (2)
Non-Equal Gradable; (3) Equative; (4) Superlative; and (5)
Non-Gradative. The obtained results are promising, reach-
ing Macro-F1 of up to 87%. Despite the challenges in the
Portuguese language and the similarities in the comparative
opinions, it is possible to findmost of the comparisons, which
allows a detailed analysis of preferences in the next steps.
Since we differentiate regular opinions from comparative

ones, we turn our focus to extracting valuable information
from them. In this direction, in this work, we propose an al-
gorithm for analyzing preferences expressed in a compara-
tive opinion by extracting the preferred entity. Our strategy
achieved Macro-F1 of up to 84% and 95% for Non-Equal
Gradable and Superlatives, respectively.
Finally, the main contributions of this work are the fol-

lowing: (1) A hierarchical approach to detecting comparative
opinions, categorizing opinions into five comparative types,
reaching up to 87% in terms of Macro-F1; (2) An lexicon al-
gorithm to analyze preferences in comparisons, detecting the
preferred entity in a comparison, reaching up to 84%Macro-
F1; (3) Two new datasets with approximately 5,000 compara-
tive and non-comparative sentences in Portuguese; and (4) a
lexicon with words and expressions frequently used for mak-
ing comparisons in the Portuguese language.
This paper is organized as follows: First, we start by pre-

senting related efforts and prior knowledge about opinions

(Section 2 and 3). Next, we present the methodology adopted
to collect and process the data (Section 4 and 5). Then, the
strategy to automatically detect comparative opinions is dis-
cussed (Section 6), and an algorithm to detect the preferred
entity in a sentence is proposed (Section 7) and evaluated
(Section 8.1). Last, we present the conclusion and future
work (Section 11).

2 Related Work

This section provides a description of related efforts along
two main dimensions explored in this work, i.e., sentence
classification (Section 2.1) and preference detection (Section
2.2).

2.1 Sentence Classification

There is a growing number of efforts that explore senti-
ment analysis in order to understand some phenomenon [Liu,
2012], or yet, that aim to propose more robust strategies
to capture the sentiment associated with an input text, fo-
cusing on aspects [D’Addio et al., 2017; de Melo et al.,
2018; Trisna and Jie, 2022], comparisons [Liu, 2012; Elde-
frawi et al., 2019], or even sentiment classification [Alaei
et al., 2019; Singh et al., 2021] or summarization techniques
[Asevedo Nóbrega and Salgueiro Pardo, 2018; Xu et al.,
2022]. Regarding strategies, there are three levels of granular-
ity to classify feelings and/or emotions: (1) document level;
(2) sentences; and (3) based on aspects and entities [Ganap-
athibhotla and Liu, 2008]. In this work, our focus is on the
second direction, i.e., identifying comparative sentences and
detecting their preferences. Specifically, we are interested in
the comparative sentences of the opinions which express the
similarities and differences among several entities [de Bar-
ros, 2019; Eldefrawi et al., 2019; Serrano-Guerrero et al.,
2015; Younis et al., 2020; Wei et al., 2022]
The number of studies dealing with the automatic min-

ing of comparative sentences is small, in Portuguese, there
are almost no related studies. Portuguese is the second most
common language on Twitter and is among the ten most spo-
ken languages in the world [Souza et al., 2017]. Souza et al.
[2017] performed a systematic review of text mining in Por-
tuguese and observed that most studies focus on text classifi-
cation, which reinforces the gap in the studies of comparative
sentences. In this context, lexical approaches have been used
by several solutions in different languages [Jindal and Liu,
2006a,b; Yang and Ko, 2009; El-Halees, 2012]. Despite the
limitations of lexical approaches, the study made by Jindal
and Liu [2006a] shows that most comparative sentences use
a group of comparative words to express comparisons, which
means that lexical approaches may be able to capture most
existing comparisons [Jindal and Liu, 2006a,b].
Thus, in this work, we create a lexicon of comparative

words to find comparative sentences in Portuguese. In this
context, to the best of our knowledge, our effort is one of the
first studies in Portuguese, and it complements previous stud-
ies that explore other languages [Jindal and Liu, 2006a,b]. In
addition, this work complements the study with the use of a
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Figure 1. General steps of the methodology.

novel hierarchical machine learning strategy to classify sen-
tences in their five different kinds of opinions.

2.2 Preference Detection
Some studies aim to develop techniques to analyze compar-
ative sentences to extract their valuable information, such as
detecting the preferred entity task [Ganapathibhotla and Liu,
2008; Ding et al., 2008, 2009; Xu et al., 2011; Eldefrawi
et al., 2019], opinion summarization [Kim and Zhai, 2009;
Paul et al., 2010; Ren and de Rijke, 2015; Ibeke et al., 2017;
Asevedo Nóbrega and Salgueiro Pardo, 2018; Nilashi et al.,
2022; Tsai et al., 2020], and satisfactory analysis [Haque
et al., 2018; Dadhich and Thankachan, 2022].
The traditional task of determining whether a sentence has

a positive or negative sentiment without indicating which en-
tity is associated is uninformative [Liu, 2012]. Thus, the de-
tection of the preferred entity is one of the main analyses
that allow us to understand which entity is superior or infe-
rior. Through textual characteristics and the comparative key-
word used in the sentence, it is possible to determine which
sentiment is associated with each entity and determine what
is the preferred entity.
Preferred entity detection studies are usually carried out

in specific and language-restricted solutions, such as the con-
struction of lexicons and the treatment of language peculiari-
ties [Ganapathibhotla and Liu, 2008; Ding et al., 2008, 2009;
Eldefrawi et al., 2019]. In this context, we propose a lexical
algorithm that extracts textual information in the sentence to
determine the preferred entity inNon-Equal Gradable and Su-
perlative sentences. The proposed approach is complemen-
tary to other works, dealing with the characteristics and pe-
culiarities of the Portuguese language.
This work adds four new efforts to our previous work

[Kansaon et al., 2020], they are: (1) A validation of the recall
and precision of the proposed lexical approach; (2) An impor-
tant labeling process for words in the lexicon list, which may
indicate superiority or inferiority; (3)We proposed a new lex-
icon algorithm that extracts the preferred entity in compari-
son; and (4) Finally, we evaluate the algorithm, discussing
the impact of each step and its limitations.

3 Background Knowledge
Here, we define some concepts covered in this work about
opinions that are commonly divided into regular and com-
parative.

Regular opinion. Regular opinion expresses a sentiment for
an aspect of a particular entity and can be subdivided into two
types [Jindal and Liu, 2006a,b]:

1. Direct: These opinions express a direct sentiment to-
wards an entity or aspect, for example, “The battery of
this smartphone is excellent.”.

2. Indirect: They express an opinion about entities indi-
rectly, usually manifested by the consequence or effect
of some entities. In the sentence “After a long time driv-
ing this new car, I started to have back pain”, the criti-
cism made to the car and the negative feeling related to
the seat is indirectly demonstrated, making these opin-
ions more complex for analysis.

Comparative opinions. The comparative opinions can be
subdivided into four different groups [Liu, 2012].

1. Non-Equal Gradable: Relations of the type greater or
less, expressing ordering and preference of an objects.
“The car X is better than car Y”.

2. Equative: Two objects with relations of the type equal
with respect to some features. “The smartphone camera
X is equals Y”.

3. Superlative: An entity is greater or smaller than all oth-
ers, rank one object over all others. “This is the best
laptop in the world”.

4. Non-Gradable: Compares two or more entities, but ex-
presses neither order nor preference for any one. “Lap-
top X design has some different features than laptop Y”.

This work explores all these comparative types, present-
ing a strategy to detect comparative sentences and categorize
them into five different groups, in order to extract preference
information in the next step.
Lexicon approaches. This work uses a lexicon with cal-

culated weights, which can be sentiment (e.g., positive, neg-
ative, or neutral), word orientation (e.g., increase, decrease),
or detailed word information [Buyya et al., 2016]. The lex-
icon can be generated manually or automatically and is eas-
ily applicable to detect sentiment in a text, for example. For
comparative opinions, a lexicon-based approach or a hybrid
approach (i.e. uses a lexicon aggregated with another strat-
egy such as machine learning) is very commonly used to find
comparative opinions [Jindal and Liu, 2006b,a; Eldefrawi
et al., 2019] or even understand preferences in a sentence
[Ganapathibhotla and Liu, 2008; Ding et al., 2008, 2009].
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4 Methodology
This section presents the main steps of the methodology pro-
posed in this work, as shown in Figure 1. The three main
steps of this methodology are:
Building the datasets. While comparative opinions are

frequently employed to indicate preferences and similarities
between elements [Liu, 2012], most of the content found
in online reviews and discussion forums consists of regular
opinions. Therefore, a strategy is necessary to find compar-
ative sentences to build the datasets. Otherwise, if the com-
ments are crawled indiscriminately many non-comparative
opinions will be found, which could hinder the mining pro-
cess. Section 5 describes this strategy. First, we create a lexi-
con with frequently used keywords for comparison purposes.
Then, we validate and utilize this lexicon to filter opinions
containing these keywords. Finally, we extract relevant sen-
tences from all opinions to handle multiple comparisons.
Classifing the comparative sentences. In this step, we de-

scribe a supervised approach for hierarchical classification
of comparative sentences, which has been divided into two
steps: (1) binary classification, which separates opinions into
comparative and regular; and (2) multiclass, which takes pre-
viously classified comparatives and breaks them down into
four specific types of comparisons.
Detecting the preferences. After dividing the opinions

into their types, we propose a lexicon strategy that uses tex-
tual information and word dependencies to extract the pre-
ferred entity in the comparisons, one of the most valuable
information in comparison.
Our strategies were applied and evaluated in the two la-

beled datasets built in this work, in which metrics com-
monly used in machine learning and information retrieval
tasks were used to evaluate the performance of proposed ap-
proaches (e.g., Precision, Accuracy, Recall, F1-Score, and
Macro-F1) [Baeza-Yates et al., 1999].

5 Building Datasets
This section describes the construction of a lexicon in Por-
tuguese (Section 5.1) used to build two comparative datasets
presented in Sections 5.2 to 5.4), respectively.

5.1 Lexicon Approach
When analyzing comparative sentences, we detected a group
of words commonly used to express most of the comparative
opinions. This set of words is capable of covering most com-
parisons made in Portuguese.
From comparative keywords found in English [Jindal and

Liu, 2006a] and some analysis to find out how comparative
sentences are constructed in Portuguese, a list of words com-
monly used to make comparisons was built. The list was ex-
panded by incorporating additional synonyms, encompass-
ing verbs such as “win,” “overcome,” and “recommend,” ad-
verbs like “more” and “less,” adjectives including “best,”
“worst,” and “similar,” as well as common expressions in Por-
tuguese such as “first one” and “not far behind.” In total, the
list now comprises 59 words.

Although the comparative list has the main words used
to express comparison, there may be words not considered
because they are used only in specific contexts. Here, we
analyze two important contexts existing in the online envi-
ronment, which are: (1) review/evaluation websites; and (2)
Online Social Networks (OSN). Thus, the initial lexicon is
expanded through the inclusion of new comparative words
found in these contexts.
For the context of online reviews, we chose Buscapé1, a

prominent Brazilian platform for product and price searches
in online stores. To enrich our lexicon with additional words
and comparative expressions, a manual reading of some re-
views was conducted. In total, we identified 107 new com-
parative keywords.
In addition, Twitter is the platform chosen for the study of

comparisons on Online Social Networks (OSN) as it is one
of the main opinion networks, composed largely of texts that
express opinions about brands, and products and also com-
ments on various subjects, and ranks among the sixmost used
Online Social Networks in Brazil. Our analysis of tweets led
to the discovery of 10 new comparative keywords not present
in Buscapé. Consequently, we formed a lexicon with 176
comparative words2.

5.2 Lexical Filter
We built two datasets, one for each context. Regarding Bus-
capé, we use a large corpus with 85,910 Portuguese reviews
collected in September 2013 Hartmann et al. [2014]. The
dataset contains reviews of 230 different products, such as
electronics, cars, bikes, guitars, etc. From this dataset, 48,311
reviews were found that present at least one keyword or com-
parative expression.
For Twitter, we conducted a comprehensive crawl of all

Portuguese-language tweets posted by users on a specific
day (2018-01-10), totaling 759.111 raw tweets encompass-
ing both comparative and non-comparative opinions. After
that, we used the lexicon list to filter all tweets that have
at least one comparative keyword, the remaining 130.459
tweets. Both datasets were created and used in the work
Kansaon et al. [2020].
Lexicon Validation. Applying a lexical filter is an inter-

esting solution to find comparative opinions in a bunch of
opinions. However, it is important to note the lexicon’s abil-
ity to find the comparisons. The decision to use a keyword
strategy to find comparative sentences depends on evaluat-
ing whether this built set of words is sufficient to capture the
expressive majority of the comparisons.
Thus, validating the capacity of the constructed lexicon

on a sample of the data, we found a recall rate of 91.5% for
Buscapé and 90% for Twitter, along with a precision rate of
37.5% for Buscapé and 24.3% for Twitter.
This means that this approach can find the most compara-

tive sentences. Although not all sentences with comparative
words are comparative, the lexicon can capture more than
90% of comparisons, that is, it has high recall and low preci-
sion, which can be improved with supervised techniques as
further presented in Section 6.

1Buscapé Website: https://www.buscape.com.br/
2Lexicon: http://doi.org/10.5281/zenodo.4124410

https://www.buscape.com.br/
http://doi.org/10.5281/zenodo.4124410


Mining Comparative Opinions in Portuguese: A Lexicon-Based Approach Kansaon et al. 2024

5.3 Pre-Processing
The study of comparisons at the sentence level requires the
extraction of all sentences for each crawled review. These
sentences contain important characteristics that are relevant
to the analysis and processing of existing comparisons.

1. The compared entity is not directly specified in the
sentence. Sometimes, the sentence does not contain the
compared entity because: (1) Before making an online
review, users select which product they will evaluate.
Hence, the users do not put the evaluated product to
avoid redundancy or just use a relative pronoun. For
example, “is better than Smartphone Y”, this sentence
does not specify which product is better than Smart-
phone Y; (2) In the Portuguese language, some sen-
tences can have a hidden subject, i.e., a subject is not
present in the written sentence. For example, “The best
series”.

Proposed Solution: Even if there is no comparative en-
tity, the missing entity can be inferred from the context.

2. Multiple Comparisons. There are sentences with mul-
tiple comparisons, for example “The TV is incredible,
worth buying it, the price is inferior to the Samsung, but
it is superior all others.”, which has two distinct compar-
isons: (1) the price is inferior to the Samsung, and (2) is
superior all others.

Proposed Solution: Rather than considering the com-
plete sentence as a structure, it should be analyzed as a
structure with several parts, which may or may not be
comparative.

By focusing on the keyword used for comparison, it be-
comes possible to identify the focal point in which each com-
parison is conducted readily. Therefore, rather than attempt-
ing to extract information from a sentence containing multi-
ple comparisons, we can instead split it down into simpler
subsentences that contain only one comparison.
Therefore, for each comparative keyword within the sen-

tence, a range of three words before and after the keyword is
extracted to ensure that each sentence contains only a single
comparison. Some studies have indicated that the next three
words often encapsulate the most relevant information in the
comparison Jindal and Liu [2006b,a]. This process generates
new sentences. In the example in Figure 2, a new sentence is
created for each comparative word. By dividing a complex
sentence with multiple comparisons into simpler sentences
with only one comparison, the task becomes more manage-
able. The choice of three as the interval size is significant
since it captures the most relevant aspects in proximity to the
comparison. Even if this range occasionally includes a word
from a subsequent sentence, it does not impact the analysis
as the range is small enough to avoid distorting or altering
the original meaning of the comparison.

5.4 Labeling Process
After processing all reviews and obtaining the multiple com-
parisons, two datasets were built3. Labeling all these sen-

3Datasets: http://doi.org/10.5281/zenodo.4124410

Original
Sentence

First
Sentence

A bateria do Tablet X é melhor  do que qualquer outro Tablet,  
além disso, a tela do Tablet X é  maior do que o Smartphone Z

A bateria do Tablet X melhor do que qualquer Tabletoutroé

melhor
maior

En:

The Tablet X's battery is better than any other Tablet

A tela do Tablet X maior do que o é Smarthphone Z 

The Tablet X's screen is bigger than Smarthphone Z

Second
Sentence

The Tablet X's battery is better than any other Tablet,  
besides that, the Tablet X's screen is bigger than Smartphone Z

En:

En:

Figure 2. Strategy used to extract comparisons in a sentence (En: trans-
lated to English).

Table 1. Labeled sentences in each dataset.
Sentences Buscapé Twitter Total

Comparatives 1,282 918 2,200
Non-Comparatives 1,472 1,135 2,607
Total 2,754 2,053 4,807

tences still takes effort due to the amount of data available.
Thus, a sample was created keeping the original distribu-
tion. These sentences were manually labeled by a group of
three volunteers who indicated whether the sentences were
comparative. In addition, the entities, aspects, and prefer-
ences were identified. The Fleiss Kappa Cohen [1960] coeffi-
cient was calculated and the labelers’ agreement was 88.09%
(±0.007) for Buscape and 87.73% (±0.009) for Twitter.
In total, 2,754 sentences were labeled in Buscapé, in which

1,282 comparative and 1,472 non-comparative sentences
were found. For Twitter, 2,053 sentences were labeled, with
918 comparative and 1,135 non-comparative. Table 1 shows
the number of labeled comparisons in each dataset.

6 Classification Strategy

Figure 3. Hierarchical approach to sentence classification.

This section presents the supervised approach for the au-
tomatic classification of comparative sentences, which has
been divided into two steps, as shown in Figure 3. First, after

http://doi.org/10.5281/zenodo.4124410
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the lexical filter is used to find likely comparisons, an ap-
proach to binary classification is presented, separating com-
parative from non-comparative (Section 6.1). Then, a clas-
sification strategy is applied to categorize these comparative
sentences into five groups, which represent each type of opin-
ion (Section 6.2).

6.1 Detecting Comparative Opinions
One of the fundamental steps in opinion mining is to separate
comparatives from non-comparatives. The division of opin-
ions is the most practical and important task, as it allows the
application of classification techniques and the extraction of
more detailed information about the comparisons.
The performance of four state-of-the-art classifiers was an-

alyzed for the classification of binary sentences:Multinomial
Naive Bayes (NB) [McCallum et al., 1998], Support Vector
Machine with the Radial Basis Function (SVM) [Joachims,
1998], Logistic Regression (LR) [Kleinbaum et al., 2002],
and Random Forest (RF) [Breiman, 2001]. Our emphasis is
on using statistical models because of their ability to deal ef-
fectively with high-dimensional data, as well as their suitabil-
ity for text classification problems, which often exhibit linear
separability. Deep learning techniques were not explored, as
they need a large set of labeled data for training [Koppe et al.,
2021].
The four algorithms were applied with a combination of

three textual features4: (1) Tf-idf of words, (2) Tf-idf of bi-
grams of words, (3) Tf-idf of trigrams of words. Table 2
shows the results obtained for the experiments performed,
which were replicated 35 times to allow the calculation and
reporting of the confidence interval (95%), through 5-fold
cross-validation.
For both datasets, the probabilistic algorithm NB showed

the best results in terms of Macro-F1 (i.e., 87.3% and 86.1%
for Buscapé and Twitter, respectively). The SVM (i.e., 87.1%
for Buscapé and 84.7% for Twitter) presented statistically
similar values, considering Macro-F1. However, the proba-
bilistic model is superior, since it has a superior evocation for
the comparative class. Jindal and Liu [2006b] applied a CRF
strategy to detect gradable comparison sentences, achieving
81% Macro-F1.
When assessing the methodology, the metric of recall

holds great importance as it reveals the frequency at which
themodel accurately detects examples from each class. In the
hierarchical approach, the initial classifier identifies compar-
ative sentences and subsequently categorizes them into dif-
ferent types. Thus, optimizing the recall metric for compara-
tive sentences becomes crucial.
For the Buscapé dataset, although the NB has a similar

Macro-F1 value to SVM, the first has a recall rate of 90.3%
for the comparative class, well above the othermodels, which
have values close to 80%. The same occurs in the Twitter
database, where NB has the best recall rate, with 87.4%.
Table 3 shows the confusion matrix obtained with the NB,

which presented the best results to distinguish the two classes.
Note that this model can correctly detect 90.3% of the com-
parative sentences existing on Buscapé and 87.4% on Twitter,

4Others word representations were tested, such as embeddings, but Tf-
idf was chosen because it shows the best results.

which highlights the model’s good ability to cover compar-
isons. Finally, the best results were obtained with the NB,
with an AUC of 0.94 for both datasets. Observing the ROC
curve in Figure 4, one can see the possibility of choosing a
classification threshold to correctly detect almost 90% of all
comparisons with only 10% classification error (rate of clas-
sification false positive rating ≈ 0.1).

6.2 Categorization into Multiples Classes
After the binary detection of the sentences, the classification
of the results was started to categorize the sentences previ-
ously classified as comparative into five groups: (1) Non-
Comparative; (2) Non-Equal Gradable; (3) Equative; (4) Su-
perlative; and (5) Non-Gradable. The categorization plays an
important role in detailing the comparisons found, facilitat-
ing the visualization of information, and enabling more sys-
tematic analyses.
The sentences classified as comparative in the previous

step with the NB were added to a new dataset, which has
about 88% of the comparative sentences initially labeled. Ta-
ble 1 shows the number of sentences for each comparative
type. In addition, some non-comparative sentences identified
as false positives in the previous step were brought, 170 for
Twitter and 234 for Buscapé.
For categorization, were used the four machine learning

algorithms previously explored through 35 replications per-
formed using 5-fold cross-validation. The number of repeti-
tions is determined to ensure we have the minimum required
values to achieve a 95% confidence level in our results. The
dataset is divided into 5 folds, with each fold used once as a
validation set, while the remaining folds are for training. This
number of folds is appropriate for the task and is commonly
used in many machine-learning models. This iterative pro-
cess covers all 5 folds, ensuring each one is validated once.
After all 5 folds have been validated, we create a new set
of five folds and repeat the validating process. We repeat
this process seven times, resulting in a total of 35 valida-
tions. Averaging results across all iterations gives a reliable
performance estimate, mitigating overfitting and aiding ro-
bust model evaluation. In particular, LR and SVM had sim-
ilar results in terms of Macro-F1 across both datasets. How-
ever, LR demonstrated superior performance on the Buscapé
dataset, achieving aMacro-F1 of 61.9% (±0.01). On the other
hand, for the Twitter dataset, SVM demonstrated better per-
formance, achieving a Macro-F1 score of 61.6% (±0.012).
Consequently, these algorithms emerged as the most effec-
tive for distinguishing the non-comparative class from the
other comparative groups.
While accuracy is an important metric, the frequency of

the right classification of each class (i.e. recall) is critical
to categorizing comparisons into different classes. Table 5
presents the result, where the values indicate the frequency
of classification of each class. Although there are different
types of comparisons, the main challenge remains the distinc-
tion between comparative and non-comparative sentences.
The false positives detected in the binary classification show
significant similarities with the comparative sentences, lead-
ing to a relatively lower classification result for this class
due to the lack of discernible patterns compared to the other
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Table 2. Precision, Recall and F1-Score with 95% confidence in binary classification for Buscapé and Twitter.

Buscapé

Non-Comparative Comparative Total

Precision Recall F1-Score Precision Recall F1-Score Accuracy Macro-F1
RF 0.741 ± 0.006 0.801 ± 0.008 0.77 ± 0.006 0.749 ± 0.008 0.679 ± 0.001 0.712 ± 0.007 0.744 ± 0.006 0.741 ± 0.006
LR 0.861 ± 0.006 0.863 ± 0.007 0.862 ± 0.005 0.843 ± 0.007 0.839 ± 0.008 0.841 ± 0.006 0.852 ± 0.005 0.851 ± 0.006
SVM 0.869 ± 0.005 0.895 ± 0.006 0.882 ± 0.004 0.875 ± 0.007 0.845 ± 0.006 0.86 ± 0.005 0.872 ± 0.005 0.871 ± 0.005
NB 0.909 ± 0.005 0.847 ± 0.006 0.877 ± 0.005 0.838 ± 0.006 0.903 ± 0.006 0.869 ± 0.005 0.873 ± 0.004 0.873 ± 0.004

Twitter

Non-Comparative Comparative Total

Precision Recall F1-Score Precision Recall F1-Score Accuracy Macro-F1
RF 0.741 ± 0.007 0.84 ± 0.011 0.787 ± 0.008 0.764 ± 0.013 0.637 ± 0.011 0.695 ± 0.01 0.749 ± 0.008 0.741 ± 0.009
LR 0.831 ± 0.006 0.874 ± 0.007 0.851 ± 0.005 0.833 ± 0.008 0.779 ± 0.01 0.805 ± 0.007 0.831 ± 0.006 0.828 ± 0.006
SVM 0.834 ± 0.007 0.912 ± 0.005 0.871 ± 0.005 0.878 ± 0.007 0.775 ± 0.011 0.823 ± 0.007 0.851 ± 0.006 0.847 ± 0.006
NB 0.894 ± 0.007 0.851 ± 0.008 0.872 ± 0.005 0.827 ± 0.007 0.874 ± 0.009 0.85 ± 0.006 0.862 ± 0.005 0.861 ± 0.005
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Figure 4. ROC Curve for Multinomial Naive Bayes (NB).

Table 3. Classification frequency for each class with Multinomial
Naive Bayes (NB).

Buscapé
Predicted Label

Non-Comparative Comparative
True
Label

Non-Comparative 84.7% 15.3%
Comparative 9.7% 90.3%

Twitter
Predicted Label

Non-Comparative Comparative
True
Label

Non-Comparative 85.1% 14.9%
Comparative 12.6% 87.4%

classes. However, the low recall rate for the non-comparative
sentence group is not problematic since approximately 85%
of the sentences have already been separated through binary
classification.
Moreover, these non-comparative sentences constitute a

minority within the new dataset. Additionally, these non-
comparative sentences share patterns with non-gradable sen-
tences, which represent the least crucial comparisons as they
do not convey preferences. This observation is emphasized
in Table 5, where the recall rates for non-comparative and
non-gradable classes are the lowest. This suggests that the
impact of false positives is minimal, as misclassifying them
as non-gradable does not affect the main objective of detect-
ing preference.
On the other hand, comparative sentences showed good re-

sults. Superlatives and Equativesmake use of specific expres-

Table 4. Sentences classified as comparative by Multinomial Naive
Bayes (NB).

Sentences Buscapé Twitter Total
Non-Equal Gradable 502 279 781
Equative 255 172 427
Superlative 290 270 560
Non-Gradable 115 81 196
Total Comparatives 1,162 802 1,964
Total Non-Comparatives 234 170 404

sions that allow them to be more easily distinguished from
others, as can be seen in Table 5. The opposite is true for
Non-Gradable, which are more complex and generally lack
a clear pattern. These sentences can often be confused with
Non-Equal Gradable or even non-comparative sentences.
Despite the differences in the contexts, the results show

that there is no significant difference in the task of classifying
sentences in the datasets.

7 Preferrence Detection
After finding the comparative sentences, determining the sen-
timent expressed by each entity is one of the most relevant
pieces of information, as it allows for identifying the pre-
ferred entity in a sentence. In this work, preference is consid-
ered as the act of choosing one item over others or the action
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Table 5. Categorization frequency for Buscapé (LR - Macro-F1 = 61.9%±0.008) and Twitter (SVM - Macro-F1 = 61.6%±0.09).
Buscapé

Predicted Label

Non-Comparative Non-Equal
Gradable Equative Superlative Non-Gradable

True
Label

Non-Comparative 34.3% 29.7% 13.1% 14.2% 8.7%
Non-Equal Gradable 9.8% 75.1% 5.4% 5.7% 4.0%

Equative 11.3% 9.9% 74.3% 2.3% 2.2%
Superlative 215.9% 11.6% 2.3% 79.8% 0.5%

Non-Gradable 17.3% 22.7% 10.6% 3.7% 45.7%
Twitter

Predicted Label

Non-Comparative Non-Equal
Gradable Equative Superlative Non-Gradable

True
Label

Non-Comparative 37.9% 21% 15.9% 20.7% 4.5%
Non-Equal Gradable 5.6% 85.6% 3.7% 4.9% 0.3%

Equative 11.0% 7.8% 78.9% 2.2% 0.%
Superlative 13.8% 16.5% 2.5% 66.9% 0.3%

Non-Gradable 33.0% 0.7% 30.2% 0.5% 35.6%
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Figure 5. Algorithm steps to determine the preferred entity.

of indicating the superiority of one item over the others. In
the sentence “Smartphone X is better than Y”, we can see
the existence of two items, Smartphone X and Y, the former
being pointed out as preferred.

A comparative opinion is composed of a set of elements
that have been identified and analyzed together to collect rel-
evant information. A comparison can be represented by a tu-
ple with six elements as (E1, E2, A, PE, h, t) [Liu, 2012],
in which E1 and E2 represent the entities being compared
in the sentence, with E1 being mentioned before E2. The A
element, on the other hand, represents the aspect associated
with the entities being compared. Finally, PE represents the
preferred entity, which is indicated by an opinion leader h at
a given time t.

This section presents the five steps of the proposed algo-
rithm to find the preferred entity in a comparative sentence,
as shown in Figure 5. Initially, the algorithm detects the ori-
entation of the keyword used to make the comparison (Sec-
tion 7.1) and then finds the entity associated with that word

(Section 7.2). Next, the algorithm handles the special cases
(Section 7.3), such as keywords without orientation, inten-
sifiers, and negation. Also, handle cases that require aspect-
based context analysis to determine preference (Section 7.4).
Finally, if the final orientation is positive, we can assume
that the entity related to the keyword is preferred (Section
7.5). The proposed algorithm specifically targets Non-Equal
Gradable and Superlative sentences, as they constitute the ex-
clusive types of comparisons that articulate a preference, en-
compassing approximately 70% of the sentences within the
datasets.

7.1 STEP 1: Getting Comparative Keyword
Orientation

Comparative opinions have a comparative keyword that es-
tablishes a relationship between the entities being compared.
One of the effective ways of interpreting a comparative opin-
ion is the comparative analysis of the keyword, as it contains
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Figure 6. Syntactic dependencies of a comparative sentence.

Figure 7. Processing hidden entity comparisons.

properties that indicate the relationship between the entities
of the sentence.
These comparative keywords have an orientation, which

refers to the situation in which that keyword places its related
entity, which can be superiority or inferiority. Thus, the ori-
entation value of each comparative keyword of the lexicon
was mapped by adding a positive value (+1) if this word in-
dicates superiority and a negative (-1) if it means inferiority.

7.2 STEP 2: Entity Detection
In addition, it is necessary to identify which entity is related
to the comparative keyword, which allows for establishing
the relationship of degrees between the entities and determin-
ing which is superior. In comparison, an entity can be a prod-
uct, service, brand, organization, person, event, situation, or
a topic [Liu, 2012]. In this context, the analysis of syntac-
tic dependencies is one of the ways to find the relationship
between words in a sentence, discovering which terms are
directly related to the keyword, as shown in Figure 6.
Through syntactic dependencies, the proposed strategy

uses the related entity and goes through the list of compar-
ative keyword dependencies, prioritizing dependencies of
type nsubj and obj. By tracing the links of keywords, we can
determine their associated entities, as illustrated in Figure 6.

Hidden Entity. To ensure that syntactic dependency analy-
sis works correctly, the compared objects must be explained
in the sentence. Thus, for cases where the entity is hidden, a
word indicating this hidden entity is automatically included
at the beginning of the sentence, as shown in Figure 7. In this
way, the sentence has a syntactic structure that allows the cor-
rect identification of the entity associated with the compara-
tive keyword.

7.3 STEP 3: Special Case Handling
The main idea of our strategy is to use word orientation to de-
fine preferences. If the comparative keyword in the sentence
indicates superiority, the associated entity is automatically
indicated as preferred. Otherwise, the other entity in the com-
parison is preferred. This strategyworks well for themajority
of sentences, but there are some cases where we need to con-
sider some other information to define the preference. Here,
we start processing to handle special cases that fall outside
the normal flow of algorithm execution.

Comparative Keywords Without Orientation. Although
most comparative words contain orientation information, in
words like compared, difference, relation and as good as it

Figure 8. List with the mapping of the objects’ aspects.

is not possible to determine the orientation without analyz-
ing the context and sentiment involved in the close words. To
handle these cases is proposed a strategy that consists of find-
ing the closest term to the comparative keyword, following
the order of priority (adjectives, adverbs, and verbs). Thus,
the sentiment is obtained by combining three Portuguese lex-
icons, SentiStrength [Thelwall and Buckley, 2013], LIWC
[Balage Filho et al., 2013], and Onto.PT [Gonçalo Oliveira
and Gomes, 2014]. In this case, the final sentiment value rep-
resents the keyword orientation.
Increase/Decrease Words. The presence of an adverb next
to a keyword can change the meaning and the way in which
the comparative sentence should be interpreted. In the sen-
tence “Product X is almost better than Product Y”, the de-
creased word almost makes the entity Product Y preferred.
Thus, we proposed a strategy to interpret these expressions
(increase/decrease word + comparative keyword), consisting
of four rules:

1. Increase word + Keyword (+1) = Superiority
2. Increase word + Keyword (-1) = Inferiority
3. Decrease word + Keyword (+1) = Inferiority
4. Decrease word + Keyword (-1) = Superiority

Negation. Orientation inversion is one of the techniques
adopted to deal with the existence of negation. Therefore,
the strategy proposed here reverses the original orientation
of the comparative keyword if there is any negation. In the
sentence: “X is not é superior than Product Y”, the keyword
superior expresses superiority, however, this orientation is
reversed due to the existence of negation, making Product Y
the preferred one.

7.4 STEP 4: Comparisons with Aspects
One of the main challenges in detecting preference is iden-
tifying the preferred entity in a sentence with aspects, as it
is necessary to analyze the context to determine preference.
In the sentence “Smartphone battery X is longer than Y”,
(battery, bigger) is a positive feature, but the same keyword
in other context “Application A has a longer runtime than
application B”, (runtime, longer) refers to negative feature.
Therefore, the same keyword can have a completely differ-
ent meaning depending on the aspect.
In some cases, it is possible to determine preference with-

out analyzing the context, sentences with words like better,
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worse, and prefer express a preference regardless of the as-
pect mentioned. The same occurs in aspects common to prod-
ucts, such as price, cost-effectiveness, and weight, which al-
ways have the same context (e.g., low price is always good).

To address other aspects, it is necessary to map them
within the context, extracting the orientation of each aspect
and constructing a dictionary-like structure, illustrated in Fig-
ure 8. The aspects of each product receive an orientation,
which can be positive (+1) when a greater intensity of the
aspect is desired, otherwise a negative value (-1). By em-
ploying this strategy, we can ascertain preferences through
the multiplication of aspects and the orientation derived from
keywords. Thus, an aspect and a keyword with a negative ori-
entation indicate superiority: “The temperature (-1) of Smart
TV X is lower (-1) than Smart TV Y”

Algorithm 1 Preference detection in Non-Equal-Gradable
sentences.
1: procedure getPreference(text, keyword, aspect, ent1, ent2)
2: wordOrientation = getWordOrientation(keyword)
3: relatedEntity = getRelatedEntity(text, keyword, ent1, ent2)
4: if keyword contains decrement expression then
5: wordOrientation = wordOrientation * (-1)
6: end if
7: if keyword contains negative expression then
8: wordOrientation = wordOrientation * (-1)
9: end if
10: if aspect is not null then
11: aspectOrientation = getFeatureOrientation(aspect)
12: wordOrientation = wordOrientation * aspectOrientation
13: end if
14: if wordOrientation > 0 then
15: preferredEntity = relatedEntity
16: else
17: preferredEntity = if relatedEntity == ent1 then ent2 else ent1
18: end if
19: return preferredEntity
20: end procedure

7.5 STEP 5: Determines the Preferred Entity

Summarizing the previous steps, we can determine prefer-
ence with Algorithm 1 for Non-Equal-Gradable and Algo-
rithm 2 to Superlative opinions. After all, if the final orien-
tation is positive, the preferred entity is related to the com-
parative keyword. The number of entities is the main differ-
ence between the Non-Equal-Gradable and Superlative com-
parisons. While the first opinion has two or more entities, the
Superlatives compare an object to a group of others, express-
ing superiority or inferiority between them.

To detect the preferred entity in Superlatives it is not nec-
essary to get the entity related to the comparative keyword,
we can consider the only mentioned entity as a related entity.
This is the main difference between Algorithm 1 and Algo-
rithm 2. In this way, if the mentioned entity in the superlative
opinion is not preferred, then the product group is superior to
the explicitly mentioned entity.

Table 6. Results of the preference detection algorithm for Non-
Equal Gradable in Buscapé and Twitter datasets.

Buscapé
Preference Precision Recall F1-Score

First entity is preferred 0.799 0.846 0.822
Second entity is preferred 0.873 0.832 0.852
Accuracy 0.838
Macro-F1 0.837

Twitter
Preference Precision Recall F1-Score

First entity is preferred 0.802 0.873 0.836
Second entity is preferred 0.877 0.808 0.841
Accuracy 0.839
Macro-F1 0.839

Algorithm 2 Preference detection in Superlative sentences.
1: procedure isSuperlativeEntityPreferred(text, keyword, aspect, ent1,

ent2)
2: wordOrientation = getWordOrientation(keyword)
3: if keyword contains decrement expression then
4: wordOrientation = wordOrientation * (-1)
5: end if
6: if keyword contains negative expression then
7: wordOrientation = wordOrientation * (-1)
8: end if
9: if aspect is not null then
10: aspectOrientation = getFeatureOrientation(aspect)
11: wordOrientation = wordOrientation * aspectOrientation
12: end if
13: if wordOrientation > 0 then
14: return True
15: else
16: return False
17: end if
18: end procedure

8 Preference Detection Results
This section presents the results of both algorithms (i.e., 1
and 2), proposed for the detection of the preferred entity in
Non-Equal-Gradable and Superlatives. Next, we evaluate the
importance of each step of the algorithm for the final result.

8.1 Evaluation of the Algorithms 1 and 2
For evaluation, metrics used in the evaluation of machine
learning models [Baeza-Yates et al., 1999] were used. In
addition, the sentences labeled in the Twitter and Buscapé
datasets were used in the evaluation. In all, there are 910 sen-
tences marked as Non-Equal Gradable and 602 sentences as
Superlative. These sentences, in addition to having the type
of opinion, have information about the entities compared and
which one is preferred.
Initially, the proposed algorithm was tested on each of the

datasets, reaching a Macro-F1 of 83.7% in the Buscapé and
83.9% in the Twitter base, as shown in Table 6. The results
are summarized into two classes. The first class is when the
first entity mentioned is indicated as preferred, and the sec-
ond class is for cases where the second entity is pointed out
as preferred in the comparison.
Observing the results of preference detection in both

datasets, there is no significant difference between the sen-
tences analyzed in each context. Social networks are known
for more informal language, and when it comes to compar-
isons, they also have a variety of objects being compared that
go beyond the context of products and services seen on most
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Table 7. Results of the preference detection algorithm for Superla-
tive in Buscapé and Twitter datasets.

Buscapé
Preference Precision Recall F1-Score

Mentioned entity is preferred 0.993 0.979 0.986
Second entity is not preferred 0.788 0.913 0.840
Accuracy 0.974
Macro-F1 0.913

Twitter
Preference Precision Recall F1-Score

Mentioned entity is preferred 0.979 0.974 0.976
Second entity is not preferred 0.895 0.911 0.903
Accuracy 0.962
Macro-F1 0.940

websites, all these differences go unnoticed by looking only
at the results obtained.
One of the reasons is that, as we are working at the sen-

tence level, the contextual factors that could influence a dif-
ference in the results are mitigated due to the treatments, as
is the case of the hidden entity, which without treatment can
cause inconsistencies in the detection of preferences.
Analyzing the Superlative sentences, the Algorithm 2 was

evaluated in both datasets in a similar way to the Non-Equal-
Gradable. Since these sentences do not explicitly compare
two entities as Non-Equal-Gradable, how do the classes used
to evaluate the approach refer to when: (1) the entity men-
tioned in the sentence is preferred, and (2) the entity men-
tioned is inferior to the group of opposing objects, or the en-
tity mentioned is not superior in the comparison.
Evaluating the result of the Algorithm 2 for superlative

comparisons, we can observe a superior precision when com-
pared to the result obtained for Non-Equal-Gradable. For
Buscapé, a Macro-F1 value of 91.3% was obtained, while
for Twitter, a value of 94%, as shown in Table 7.
The approach presented by Ganapathibhotla and Liu

[2008] addresses Superlative and Non-Equal-Gradable si-
multaneously, employing a modeling approach similar to
ours. has the same modeling as our case. The outcomes in-
dicate an improved Macro-F1 (99.6% compared to 89.6%)
for preference detection when the first entity is favored. Nev-
ertheless, our algorithm demonstrates superior performance
with a higher Macro-F1 (88.4% compared to 82.5%) in sce-
narios where the preference lies with the second entity.
The variation in results observed between Non-Equal

Gradable and Superlatives stems from the distinctive char-
acteristics of each opinion and the differing number of steps
required to discern preference in each scenario. To compre-
hend these outcomes, it is essential to examine the specific
reasons that lead the algorithm to inaccurately identify pref-
erence, as detailed in Section 9.

8.2 Evaluation of the Preference Detection
Steps

To fully comprehend the impact of each algorithmic step, it is
essential to have a thorough understanding of each step in the
aggregate process of preference detection. This understand-
ing plays a crucial role in identifying the most critical steps
in the algorithm.
Figures 9 and 10 show the accuracy andMacro-F1 metrics

Table 8. Reasons of Misclassification of Non-Equal Gradable sen-
tences.

Reasons of Misclassification
(Non-Equal Gradable) Buscapé Twitter

Hidden Preference 2.09% 0%
Dependency Parsing Error 11.65% 11.94%
Keyword Orientation Poorly Estimated 1.22% 0.59%
Preference Changed by the Context 0.87% 2.09%
Negation 0.34% 1.5%
Total Error (%) 16.17% 16.12%

Table 9. Reasons of Misclassification of Superlative sentences.
Reasons of Misclassification

(Superlative) Buscapé Twitter

Keyword Orientation Poorly Estimated 1.28% 2.41%
Negation 0.64% 0%
Preference Changed by the Context 0.64% 1.38%
Total Error (%) 2.56% 3.79%

for each of the five steps of the algorithm. The first bar of the
graph represents the simple preference detection procedure
(SIMPLE DETECTION), which finds the entity associated
with the keyword and determines the preference without any
treatment. Next, we have the inclusion of treatments for the
three special cases, they are: (1) when the keyword has no ori-
entation (KEYWORD); (2) adverbs of intensity (ADV); and
(3) negation (NEG). Finally, the last bar represents the com-
plete algorithm, with all the previous steps plus the inclusion
of aspect handling (ASPECTS).
Analyzing each of the steps represented in the graphs, it is

clear that the treatment of keywords without guidance (sec-
ond slash) and the treatment of aspects (last slash) are the
most important, as they are the main ones responsible for the
considerable increase in the assertiveness of the algorithm.
These two steps together represent a 14% to 20% increase in
the Macro-F1 of the preference detection algorithm.
On the other hand, the processing steps for adverbs of in-

tensity and negation have a negligible impact on the perfor-
mance of the algorithm. One of the reasons is that, despite
being important treatments, the datasets do not have many
sentences that need these treatments. Therefore, these proce-
dures end up not generating a significant difference in the
result of the algorithm.
In general, it can be concluded that the detection of prefer-

ence without any treatment is not so effective, however, with
the inclusion of the steps presented, the algorithm becomes
able to cover the vast majority of comparisons satisfactorily,
both Non-Equal-Gradable, to Superlatives.

9 Reasons of Misclassification
Within this Section, we will examine the factors contributing
to the errors in the preference detection algorithm. To gain in-
sights into the disparity in results, we analyze the outcomes
of Non-Equal-Gradable and Superlative cases. Table 8 high-
lights the reasons behind the incorrect determination of pref-
erence in Non-Equal-Gradable cases. Out of the total error
rate of almost 16%, slightly over 11% can be attributed to
dependency parsing. When the dependency parsing fails to
accurately capture the dependencies within a sentence, it be-
comes challenging to identify the entity associated with the
keyword, and, consequently, determine the preferred entity.
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Figure 9. Accuracy of each algorithm step in Non-Equal Gradable opinions.
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Figure 10. Accuracy of each algorithm step in superlative opinions.

Despite dependency parsing being a very useful tool and,
in general, having a success rate, there are still many chal-
lenges to be faced when it comes to the Portuguese language.
Slang, typos, missing commas, informal expressions, and
other grammatical errors make the dependency parsing task
difficult, making it difficult to analyze dependencies. Even
with these challenges, dependency analysis still achieves sat-
isfactory results for the Portuguese, showing a precision of
approximately 90% for Non-Equal-Gradable sentences.
Analyzing Table 9with the reasons for the classification er-

rors of the Superlative opinions, we can observe the absence
of the dependency parsing step results in a much smaller ag-
gregate error (≈ 3%), since the main task, detection of the
entity associated with the keyword is not required.
The absence of the keyword-related entity detection step

is one of the main reasons for better performance for the Su-
perlative opinions. As these sentences have only one entity
explicitly mentioned, it can be assumed that the compara-
tive keyword refers to this mentioned entity. This allows de-
termining preference without the need for dependency pars-
ing, minimizing aggregate error and simplifying the prefer-
ence detection process from superlative opinions. In addition,
other reasons for misclassification have been found, they are:

when the treatment of the hidden entity is not sufficient, the
existence of expressions in specific contexts that modify the
way of determining preference, errors to identify a negation
and, finally, situations in which the keyword has no orien-
tation and, even analyzing nearby words, it is not possible
to correctly estimate the orientation. Nonetheless, such sit-
uations are infrequent, and in most cases, the proposed ap-
proach can effectively handle the majority of comparisons
by accurately capturing the sentence preference.

10 Limitation

The study has a limitation associated with its reliance on a
lexical approach in the methodology. While this approach
successfully captures a significant portion of comparative
sentences, it is dependent on contextual factors that may in-
volve specific patterns or expressions. Nonetheless, this limi-
tation can be effectively addressed by expanding the lexicon
to incorporate new words. This expansion will enhance the
methodology’s capacity to handle diverse contexts, leading
to more comprehensive coverage and improving the overall
effectiveness of the approach. Additionally, preference de-
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tection involves a series of interconnected steps, wherein the
failure of one step can have a cascading impact on subse-
quent steps, affecting the overall accuracy of preference de-
termination. However, it is important to note that the algo-
rithm’s steps do not exhibit a substantial error that would sig-
nificantly impact the overall result by magnifying the aggre-
gate error. Additionally, the algorithm’s strength lies in the
compartmentalization of these steps, making it easier to mod-
ify individual components without requiring changes to the
entire process. This enables targeted enhancements and opti-
mizations within the preference detection process, improving
its overall performance.

11 Conclusion

This work presented a new opinion-mining study in online
reviews written in Portuguese. In this context, one of the fun-
damental tasks in opinion mining is to separate regular from
comparative opinions. Thus, firstly, based on a set of com-
parative keywords we build new labeled datasets containing
comparative sentences in Portuguese from distinct scenarios:
(1) review sites; and (2) Online Social Networks (OSN).
We then proposed a hierarchical supervised machine learn-

ing approach to distinguish comparative sentences from the
others, reaching 87% in terms of Macro-F1. Next, each com-
parative sentence identified is categorized into five types
of opinions: (1) Non-Comparative; (2) Non-Equal-Gradable;
(3) Equative; (4) Superlative; and (5) Non-Gradable. Overall,
the results show that the approach is promising in detecting
comparative sentences and allows for a more systematic anal-
ysis of opinions and preferences.
Last, an algorithm for detecting the preferred entity in

comparative sentences was proposed. It can find the pref-
erence in a sentence through the comparative keyword and
textual elements. The obtained results also are promising,
with 84% Macro-F1 for Non-Equal-Gradable and 94% for
Superlatives, respectively. In sum, our main contributions
are four-fold: (1) two new datasets; (2) a hierarchical ma-
chine learning approach to detecting multiple comparisons;
(3) an algorithm to detect preferred entities in comparative
sentences; and (4) the building of a lexicon with words used
in Portuguese comparisons.
In future work, we plan to explore new datasets, recogniz-

ing that a larger volume of data provides the opportunity to
explore alternative techniques, including deep learning, and
incorporate novel classification features. Additionally, we in-
tend to build a Web tool that encompasses the developed ap-
proach. We hope it will allow researchers and companies to
apply opinion-mining strategies to detect comparisons and
preferences in different scenarios.
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