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Abstract Text classification is a mainly investigated challenge in Natural Language Processing (NLP) research. The
higher performance of a classification model depends on a representation that can extract valuable information about
the texts. Aiming not to lose crucial local text information, a way to represent texts is through flows, sequences of in-
formation collected from texts. This paper proposes an approach that combines various techniques to represent texts:
the representation by flows, the benefit of the word embeddings text representation associated with lexicon infor-
mation via semantic similarity distances, and the extraction of features inspired by well-established audio analysis
features. In order to perform text classification, this approach splits the text into sentences and calculates a semantic
similarity metric to a lexicon on an embedding vector space. The sequence of semantic similarity metrics composes
the text flow. Then, the method performs the extraction of twenty-five features inspired by audio analysis (named
Audio-Like Features). The features adaptation from audio analysis comes from a similitude between a text flow and
a digital signal, in addition to the existing relationship between text, speech, and audio. We evaluated the method in
three NLP classification tasks: Fake News Detection in English, Fake News Detection in Portuguese, and Newspa-
per Columns versus News Classification. The approach efficacy is compared to baselines that embed semantics in
text representation: the Paragraph Vector and the BERT. The objective of the experiments was to investigate if the
proposed approach could compete with the baselines methods improve their efficacy when associated with them.
The experimental evaluation demonstrates that the association between the proposed and the baseline methods can
enhance the baseline classification efficacy in all three scenarios. In the Fake News Detection in Portuguese task,
our approach surpassed the baselines and obtained the best effectiveness (PR-AUC = 0.98).
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1 Introduction

Text classification is one of the most discussed and studied
challenges in Natural Language Processing (NLP) research.
Fake news detection, spam filtering, scientific articles cate-
gorization, idioms identification and sentiment analysis are
examples in the vast field of text classification [Feldman and
Sanger, 2006; Aggarwal and Zhai, 2012; Aggarwal, 2018;
Sebastiani, 2002; Khadhraoui et al., 2022; Briskilal and Sub-
alalitha, 2022]. This kind of task involves creating a general
classification model supported by previously labeled texts.
Then, the created model is used to predict the class of unla-
beled texts. Building a classification model requires a struc-
tured form of representing the texts. The superior perfor-
mance of a classification model depends on a representa-
tion that can extract valuable common knowledge about
the texts [Aggarwal, 2018; Giannakopoulos et al., 2012; Jin
et al., 2016; Li et al., 2022; Gasparetto et al., 2022].
A prevalent text representation model is Bag-of-Words

(BoW). This representation relies on the occurrence of words
(from a known vocabulary) present in a text. Each text rep-

resentation consists of a vector formed by a measure of each
known word’s presence [Goldberg and Hirst, 2017; Li et al.,
2022]. The BoW representation does neither express words
order or text syntax or semantics. Despite being a simple rep-
resentation, BoW is a model that achieves good results in
several tasks, even challenging to surpass in different scenar-
ios.

Nevertheless, some scenarios may demand a semantically
more elaborate text representation to enhance the classifi-
cation model performance since semantic information is a
powerful tool to recognize different contexts even when a
similar vocabulary is used [Aggarwal and Zhai, 2012; Gas-
paretto et al., 2022]. Word embeddings are a widespread
representation that embeds semantics on representation, in
which vectors of various dimensions can express context in-
formation of words by adding a dependency between the
words to the representation: how much more approximate
in a context, more dependent [Goldberg and Hirst, 2017;
Dharma et al., 2022].Word2Vec [Mikolov et al., 2013], Para-
graph Vector [Le and Mikolov, 2014], Glove [Pennington
et al., 2014] and FastText [Bojanowski et al., 2016] are
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examples of a particular and popular type of word embed-
dings, called static word embeddings. These models generate
context-independent embeddings by representing each word
(or a longer piece of text, e.g., in the “Paragraph Vector” ap-
proach) through a single vector, regardless of the context in
which it occurs. Thus, static word embeddings are not able
to represent polysemy. Recently, contextualized word repre-
sentations have been proposed, which are text representation
models that consider the context in which the word occurs to
represent it. Therefore, the same word in different contexts
will have different representations [Dev et al., 2020; Li et al.,
2022]. As examples of contextualized word representations,
it is possible to list: ELMo [Peters et al., 2018], BERT [De-
vlin et al., 2019], and GPT [Radford et al., 2019].
Another way of embedding semantic information on text

representation is recurring to the use of lexicons. In the do-
main of NLP, lexicons are sets of terms or expressions that re-
flect a specific semantic context of a language [Mutinda et al.,
2023; Muñoz and Iglesias, 2022; Bhowmik et al., 2022]. For
example, the presence of terms from an argumentative lexi-
con in a piece of text may indicate that the author wanted to
convey an argumentative tone [Araque et al., 2019].
Recent research has been associating the power of the

word embeddings representation with the additional knowl-
edge that lexicons promote to achieve a more accurate text
representation model [Araque et al., 2019; Wu et al., 2019;
Bao et al., 2019; Jeronimo et al., 2020; Fu et al., 2018;
Muñoz and Iglesias, 2022; Mutinda et al., 2023]. The widely
used pre-trained word embeddings contain semantic infor-
mation for a general context. Associating these pre-trained
word embeddings to lexicon knowledge can give a more pre-
cise representation under a particular context. A technique
to perform this association is based on semantic similarity.
It consists in calculating semantic distances between the text
terms and the lexical terms (using, for example, Manhattan
Distance, Shortest Path Distance, Cosine Distance, or Word
Mover’s Distance -WMD [Kusner et al., 2015]). The smaller
the distance, the semantically closer is the text to the lexicon.
A text can be represented by applying such a semantic

similarity technique at different levels of granularity. A pos-
sible way is to compute each text’s word or sentence simi-
larity and then calculate a summary metric (as an average,
median or maximum) to represent the whole text [Jeronimo
et al., 2019, 2020]. As Aker et al. [2019] discussed, this type
of representation can lead to the loss of important informa-
tion, especially for long texts. Different kinds of texts can
present singularities in the semantic context of specific text
parts that could be decisive in improving the classification
task efficacy, and summary metrics probably would ignore
them. Another form of representation consists in dividing
the text into sentences and computing the semantic similar-
ity for each sentence. In this case, the sequence of the text
sentence’s semantic similarity constitutes the text represen-
tation. We name this representation as Text Flow, following
Mao and Lebanon [2007] definition of flow: a sequence of in-
formation collected from the words, sentences, or paragraphs
of the text.
As Mao and Lebanon [2007], some other studies

[Wachsmuth and Stein, 2017; Ghanem et al., 2021], repre-
sent texts as flows (not based on semantic similarity) and use

the flows to perform classification tasks. As Filatova [2017]
and Seo and Jeon [2009], other works obtain good results by
extracting relevant features from the flows before perform-
ing the classification task.
In a previous work [Vasconcelos et al., 2020], we pre-

sented a preliminary method that represents texts by flows
that incorporate lexicon information and then extracts few
features inspired by audio analysis from the flows. Singu-
larly, it combines the text representation by flows, the ben-
efit of the word embeddings text representation associated
with lexicon information via semantic similarity distances,
and the extraction of features inspired by well-established
audio analysis features.
This paper proposes an enhanced version of that method,

significantly augmenting the number and complexity of the
features extracted, bringing a more valuable text representa-
tion. The idea of proposing this text representation method
comes from the insight that ensembling valuable techniques
(commonly used alone) could enhance the quality of text rep-
resentation. Therefore, we use the flow representation (which
avoids the loss of local information in the text) associated
with semantic information (brought by the combination of
word embeddings and lexicons).
To guide the experiments, we defined the following Re-

search Questions (RQ):

• RQ1: Is a classifier model using the proposed text repre-
sentation approach competitive to robust baseline meth-
ods in terms of efficacy1?

• RQ2: Can the association of the proposed method with
robust baseline methods improve the baselines’ efficacy
on text classification tasks?

• RQ3: Is there a subset of features (from the proposed
set) that could perform equally or even better than the
entire set of features in all considered classification
tasks?

• RQ4: Does the method achieve better efficacy when
used to feed shallow or deep learning classification al-
gorithms?

We evaluated the new method version in three NLP classi-
fication tasks: Fake News Detection in English, Fake News
Detection in Portuguese, and Newspaper Columns versus
NewsClassification. These experiments aremore robust than
those performed on the preliminary work since they com-
prised stronger baselines (Paragraph Vector (Doc2Vec) and
BERT). The classification models created from the method
set of 25 features surpass the effectiveness of the baselines
features models in some scenarios. We also performed the
classification by creating models by combining our method
features and the features of each baseline. In all scenarios,
these classification models improve the classification tasks’
efficacy.
The rest of the paper is structured as follows. Section 2

summarizes previous works regarding enhancing text repre-
sentation through flows and lexicons. Section 3 presents the
enhanced version of the extraction method comprising the

1In this article, we use the term efficacy to refer to the accuracy of text
classification models, being represented on the experiments results by the
PR-AUC metric.
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new features. Section 4 thoroughly explores the executed ex-
periments, including used datasets, lexicons, and experimen-
tal setup, as well as the experimental results and discussion.
Finally, the paper concludes with Section 5, which depicts
the conclusions drawn from the evaluation and outlines the
possible future lines of work.

2 Related Work
As previously discussed, an approach to avoid the loss of
relevant information is representing a text as a flow. Mao
and Lebanon [2007] propose a variant of conditional random
fields [Lafferty et al., 2001] to proceed with local sentiment
prediction in reviews. Their solution includes ordinal data to
predict the sentiment of each sentence, called local sentiment.
The sequence of predicted local sentiments forms the flow of
sentiments in a text. Then, they use the predicted local senti-
ment flows to predict the global review’s sentiment.
In their study, Wachsmuth and Stein [2017] represent the

text’s discourse-level structure as a flow of rhetorical moves.
They propose a clusterisation in training flows and compare
test flows to training cluster’s centroids to perform global
reviews sentiment classification. They obtain the rhetori-
cal moves from state-of-art methods. Similar to Mao and
Lebanon [2007] work , Wachsmuth and Stein Wachsmuth
and Stein [2017] use the entire flow to perform classification
but apply different information (rhetorical moves) and way
to generate the flows (clusterization and comparison to clus-
ter centroid). In this study, we ground our text representation
on flows as Mao and Lebanon [2007] and Wachsmuth and
Stein [2017]. However, we generate the flows by semantic
similarity distances (WMD) from lexicons and extract fea-
tures to perform classification.
Alike our work, Filatova [2017] and Lee et al. [2010] ex-

tract features from flows to execute classification. Never-
theless, the manner they generate flows and extract features
are substantially different from ours. Filatova [2017] models
product reviews as sentiment flows, assigning sentiment la-
bels to each sentence using the Stanford Sentiment Analysis
tool [Socher et al., 2013]. The researcher utilizes sentiment
switchings between sentences as features for sarcasm detec-
tion. In their paper, Lee et al. [2010] propose to represent
texts as a combination of a sentiment flow and a relevance
flow (defined in Seo and Jeon [2009] study ) to proceed with
opinion retrieval. A score that reflects its relevance (concern-
ing a query) and opinion (the frequency of a lexicon’s opinion
words presence) is computed for each sentence. As features,
Lee et al. use the variance of sentence scores, the fraction of
peaks, and the first peak position.
Another way to model flows for representing texts is us-

ing neural networks.Maharjan et al. [2018] propose tomodel
the flow of various emotions over a book aiming to capture
patterns that should represent the emotional arcs of the story.
They extract emotion vectors from different book chunks and
feed them into a recurrent neural network to create the emo-
tional flow. Then they proceed with a prediction of success
in books. In their research, Ghanem et al. [2021] obtained
promising results on the fake news detection task by mod-
eling the flow of affective information in fake news articles

using a neural architecture.
Both Maharjan et al. and Ghanem et al.’s studies resem-

ble ours by representing texts as flows and, to generate these
flows, they also divide texts into smaller parts and use lexi-
cons. Although, adversely from our research, they use the en-
tire flow to perform classification and use the term frequency
of lexicons to create the flows. This way, they only capture
the lexicon’s knowledge if the exact term appears on text. In
our method, we represent the text and lexicons terms through
word embeddings before calculating the similarity distances.
Thereby, we can catch the context background from the word
embeddings on the vectorial space, a more robust represen-
tation than the presence of the exact terms.
In addition to the studies of Lee et al. [2010], Mahar-

jan et al. [2018], and Ghanem et al. [2021], several other
works rely on lexicons to improve their text representation
with relevant knowledge, but still not use semantic similar-
ity as our work. Tumitan and Becker [2013] and Avanço and
Nunes [2014] works calculate sentences polarity by summa-
rizing the polarity of lexicon terms identified on text (add
positive terms, and subtract negative terms). Tumitan and
Becker [2013] use a sentiment lexicon to calculate a sentence-
polarity score aiming to conduct a study to rate comments
on Brazilian political news. Proposing to perform sentiment
classification for Brazilian Portuguese technology product re-
views, Avanço and Nunes [2014] calculated the sentences
and text’s polarity, combined with a linguistic knowledge
about contextual valence shifting.Muñoz and Iglesias [2022]
present a method to detect stress in textual data, combining
a lexicon-based feature framework with distributional repre-
sentations to enhance classification performance. The frame-
work based on lexicons exploits affective, syntactic, social,
and topic-related features.
In order to obtain more sophisticated and valuable knowl-

edge from texts taking advantage of lexicons, some research
calculates semantic similarity metrics between texts and lexi-
cons, thus becoming independent of the presence of the exact
terms exclusively. Pawar and Mago [2019] proposed to com-
pute the semantic similarity between words and sentences by
finding the Shortest Path Distance over the WordNet hierar-
chy. On the other hand, our proposed method, Jeronimo et al.
[2020], and Araque et al. [2019] studies extract semantic sim-
ilarity distances between texts and lexicons over a vectorial
embedding space. Similar to our work, Jeronimo et al. [2020]
uses WMD as semantic similarity metric, and Araque et al.
[2019] uses the Cosine Distance.
Jeronimo et al. [2020] proposed a new set of Brazilian Por-

tuguese subjectivity lexicons. They use the average of the
WMD calculated for each sentence of the text to the lexicons
as features to perform three tasks: automated essay scoring,
identifying subjectivity bias in Brazilian presidential elec-
tions, and fake news detection. Araque et al. [2019] proposed
a model to perform sentiment analysis. The model represents
each text as a concatenation of two vectors: the first, a vec-
tor representing the text by word or paragraph embeddings
[Mikolov et al., 2013; Le and Mikolov, 2014]; and the sec-
ond, a vector of the Cosine Distances between words in the
text and selected words from a sentiment lexicon. These two
studies differ from our method mainly by the method of rep-
resenting texts and extracting features, as we use flows and
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extract features from them.
Likewise our and other works presented here, another pos-

sible effort to utilise the lexicon’s power is to aggregate this
knowledge to neural networks. A tendency is to include the
lexicon information in the word embeddings that will rep-
resent the texts. Wu et al. [2019] use the lexicon to train a
sentiment word classifier and use this classifier to create a
sentiment word embedding, which is concatenated with the
original word embedding to represent the words in the texts
and feed the neural network for sentiment classification. Fu
et al. [2018] create an attention mechanism based on the cor-
relation of each sentence word embeddings and the lexicons
(positive and negative) words embeddings. Mutinda et al.
[2023] propose a sentiment classification model combining
sentiment lexicon, N-grams and BERT to vectorize words
from the input text, and then, use CNN to perform sentiment
classification.
To the best of our knowledge, our method is the first one

to represent texts as flows through calculating semantic simi-
larity metric between each sentence and a lexicon over a vec-
torial space. Moreover, we believe this is the first attempt
reported in the literature to extract features based on audio
analysis techniques to perform text classification tasks. In
this way, this approach aims to combine the benefits of each
technique presented to improve text representation, resulting
in more accurate text classification models.

3 Text Flows Representation and
Audio-Like Features Extraction

This section presents our proposed approach for representing
texts by flows, incorporating lexicon information via seman-
tic similarity distance on an embedding space2. Additionally,
we introduce all the proposed features based on the ones used
in audio analysis.

Figure 1. Proposed approach: Text Flow representation andAudio-Like Fea-
tures extraction.

Figure 1 shows a diagram of the proposed approach. First,
the method splits texts into sentences to avoid losing local
information that can be crucial for differentiating two kinds
of texts.
Thenceforward, the approach calculates the WMD from

each sentence to a lexicon on an embedding vector space to

2Code available on https://github.com/larissalucena/AudioLikeFeatures

compose the text flow (or flow - for short). Therefore, besides
incorporating the specific context information from the lex-
icon into the representation, the approach avoids depending
only on finding (and counting) known vocabulary terms.
Then, themethod proceedswith theALFs extraction. As in

audio analysis, a small number of ALFs are calculated over
the entire flow (flow-based features). Most ALFs are also
calculated over smaller flow parts, called frames. So, each
flow is fragmented into frames, and then both flow-based and
frame-based ALFs are calculated. These features are then
used to feed classification algorithms, creating models to per-
form classification tasks.

3.1 Text Flows Representation

Figure 2 illustrates how the flows representation is created.
Our approach produces the flows by calculating the sequence
of semantic distances (WMD) from each sentence of a text to
a lexicon in an embedding space. In other words, the WMD
is computed between the word embeddings representation of
the sentences and the lexicon. TheWMDvalues belong to the
[0,1] interval. The smaller the WMD value is, the greater the
similarity between the sentence and the lexicon.

Figure 2. Text Flow Creation.

Presented byKusner et al., theWMD is a distance function
that measures the similarity of two text documents. Kusner et
al. claim that distances between vectors of word embeddings
are semantically significant. WMD is defined as the shortest
distance that the word embeddings of a document need to
“travel” over the embedding space until reaching the word
embeddings of another document. In other words, calculating
the WMD involves:

• representing text documents as a weighted point cloud
(as we can see in Figure 3) of embedded words using
word embedding techniques (e.g., W2V);

• comparing the vector representations of words (points
on cloud) between two documents over the embedding
space;

• finding the shortest possible distance, considering the
cost of transporting words from one document to an-
other.

The final distance between two documents is the minimum
cumulative distance that words in one document must tra-
verse to meet the other text’s set of points on word embed-
ding space.
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Figure 3.An illustration of the word mover’s distance. [Kusner et al., 2015]

Figure 3 presents a simple example of how WMD is cal-
culated. A weighted point represents each word of both doc-
uments, and the minimum cumulative distance is calculated.
For example, the word “Obama” is closer to “President” than
to “greets” or any other word in Document 2. Then, this
distance will be part of the final calculation. This calcula-
tion is repeated for every word in the text. Word Mover’s
Distance (WMD) is inspired by the Earth Mover’s Distance
(EMD) problem, a well-known problem in transportation the-
ory and linear optimization. EMD calculates the distance be-
tween two mass distributions, finding the minimum work
required to transform one distribution into another. WMD
adapts this concept tomeasure the semantic distance between
documents, treating words as “mass” that needs to be trans-
ported from one document to another, minimizing the cost of
this transportation.

In face of that, besides incorporating the specific context
information from the lexicon into the representation, our
approach avoids depending only on finding (and counting)
known vocabulary terms.

3.2 Analysing Text Flows Inspired by Audio
Analysis

The text flow can be approximated to a digital signal [Liang
et al., 2017] if we consider each sentence of a document as
a point in “time” and each sentence WMD value as the “sig-
nal” amplitude (flow amplitude). Figure 4 shows the flow of
a document containing sixty sentences. The y-axis presents
the WMD value calculated between each sentence and the
lexicon. We can perceive that the first sentence is semanti-
cally dissimilar to the lexicon, and the sixteenth is the most
similar.

The NLP area comprises not only research on written
language (texts) but also research on spoken language – or
speech. Some examples of research involving speech are
Automatic Speech Recognition (ASR) and Speech-to-Text
(STT). The knowledge resulting from speech analysis re-
search can be applied to a sort of modern applications, such
as Personal Digital Assistance, like Siri, and Alexa [Yu and
Deng, 2015]. Speech is a digital signal, specifically an audio
signal, and, therefore, can be investigated by audio analysis
[Rabiner and Schafer, 2007, 2010]. Considering the text flow
as an approximation of a digital signal and this linkage of text-
speech-audio, we decided to analyse the text flows inspired
by the audio analysis, extracting features adapted from deep-
seated audio analysis features.

Figure 4. Text Flow graph representation

3.3 Audio-Like Features Extraction and Text
Flow Frame Fragmentation

After the Text Flow creation, the method proceeds with the
so-called Audio-Like Features (ALFs) extraction (Fig. 1).
Given the text flow’s approximation to a digital signal and
the relationship between text, speech, and audio, ALFs are
inspired by well-established audio analysis features. The
majority of the audio analysis features (and ALFs, conse-
quently) are calculated over frames: smaller parts of the au-
dio signal. So, the fragmentation of the flows into frames is
necessary. However, unlike the fragmentation method of au-
dio analysis that splits the audio signal into frames of the
same size, the proposed approach fragments the flows in a
fixed number of frames. This adaptation is necessary to com-
pare the same excerpts from different texts (which often tend
to have different sizes). For example, regardless of the num-
ber of sentences in a text, the first frame represents the first
part of the text, comparable to another text’s first part. The
definition of the number of frames to fragment the flows de-
pends on the dataset under use. For example, it is possible
to obtain many more frames when dealing with books than
with reviews of products or services. The definition of the
number of frames adequate for each dataset can be obtained
empirically.

3.4 Audio-Like Features
This section presents the procedure taken in this research
to choose what well-established audio features should (or
could) be adapted to the text domain, creating theAudio-Like
Features extracted from the text flows.
We followed the taxonomy for audio features presented

by the review of Mitrović et al. [2010a] and extended by the
study of Alías et al. [2016]. The taxonomy initially divides
audio features based on their semantic interpretation that in-
dicates whether or not the feature represents elements of hu-
man perception. The perceptual features approximate seman-
tic properties known by human listeners (e.g., loudness and
harmonicity). The physical features represent audio signals
in mathematical, statistical, and physical properties without
directly highlighting human perception (e.g., Fourier trans-
form coefficients and the signal energy). As the perception
of a sound does not apply to texts, all the ALFs are adapted
from physical features.
Another property present in the taxonomy is the audio fea-

ture domain. The domain allows for understanding the fea-
ture data and provides information about the extraction pro-
cess and the computational complexity. This method selected
features from the time and frequency domains among all ex-
isting domains due to their low complexity and adequacy to
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Table 1. Audio-Like Features.
Feature Domain Temporal Scale
Energy Time Frame-level

Median-Crossing Rate Time Frame-level
Energy Entropy Time Frame-level

Linear Prediction Median-Crossing Ratio Time Frame-level
Text “Waveform” Minimum Time Frame-level
Text “Waveform” Maximum Time Frame-level

Text “Waveform” Diff Time Frame-level
Volume Time Frame-level

High WMD Segments Mean Time Flow-level
High WMD Segments Standard Deviation Time Flow-level

High WMD Segments Median Time Flow-level
Low WMD Segments Mean Time Flow-level

Low WMD Segments Standard Deviation Time Flow-level
Low WMD Segments Median Time Flow-level
Area of High WMD Segments Time Flow-level

Log Attack Position Time Flow-level
Spectral Flux Frequency Frame-level

Spectral Entropy Frequency Frame-level
Spectral Energy Ratio Frequency Frame-level
Spectral Flatness Frequency Frame-level

The Spectral Crest Factor Frequency Frame-level
Spectral Skewness Frequency Frame-level
Spectral Kurtosis Frequency Frame-level

Pitch Frequency Frame-level
Jitter Frequency Flow-level

the low number of samples obtained from the flows. Time-
domain features directly describe the waveform, not requir-
ing any transformation on the original audio signal. Thus, the
adapted ALFs in this domain are directly extracted from the
flow. As in audio analysis, the flow is submitted to a Short-
Time Fourier Transform or derived from an autocorrelation
analysis to extract ALFs in the frequency domain.
The Mitrović et al. [2010a] taxonomy also presents the

temporal scale of a feature property. This property is related
to the portion of the signal the features are extracted. Features
can be frame-level when extracted from individual frames;
global features when computed for the entire audio signal.
The majority ALFs are frame-level features. The remaining
features are global features, called flow-level features.
Our approach introduces twenty-five features. The fea-

tures were chosen for being well-established and showing
good performance in the audio analysis research field. Other
determining characteristics were simplicity and the facility
to adapt them. Thus, this choice would be a safer way to vali-
date the implementation of this method. Sixteen features are
from the time domain, and nine are from the frequency do-
main. Also, (not the same) sixteen features are frame-level,
and nine are flow-level. Table 1 presents the names of the
features, their domain, and temporal scale.
It is worth highlighting that, in the previous article, we in-

troduced only three time-domain frame-level ALFs: Energy,
Median-Crossing Rate, and Energy Entropy. The newly im-
plemented features enhanced the efficiency of the method in
the more robust performed experiments (presented in the fol-
lowing section).
Following, we will describe all these features.

3.4.1 Time-Domain Frame-Level Features

We now present the time-domain frame-level features ex-
tracted by this proposed method.
The Energy feature reflects the total magnitude of the lex-

icon in the text. Let xi(n), n = 1, ..., FL be the sequence
of sentences of the i-th frame, where FL is the length of the
frame. The implementation of Energy is defined as in Equa-
tion 1:

E(i) = 1
FL

FL∑
n=1

|xi(n)|2 (1)

Here we normalised the Energy by dividing it by FL to re-
move the dependency on the frame length. The stronger a
lexicon appears in the frame, the smaller the frame’s Energy.
In audio analysis, the Energy conveniently represents the

amplitude variation over time [Zhang and Kuo, 2001; Ra-
biner and Schafer, 2007]. It provides a way to distinguish
voiced from unvoiced fragments because values for the un-
voiced components are generally significantly smaller than
those of the voiced components. It can also be used to dis-
tinguish audible sounds from silence, and the change in its
pattern over timemay reveal the rhythm and periodicity prop-
erties of sound.
Comparatively, in the text domain, Energy can help dis-

tinguish between texts or parts of texts that present weak or
strong relationships to the lexicon. For example, suppose the
flow representation considers a subjectivity lexicon. In that
case, the Energy can help differentiate more subjective texts
(lower Energy, since WMD is a distance metric) from less
subjective texts.
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Median-Crossing Rate (MCR) is an adaptation of the Zero-
Crossing Rate (ZCR) audio analysis feature. As in the audio
signal the amplitude varies from -1 to 1, the ZCR is the num-
ber of times the signal changes value (crossing the zero line).
As the WMD values range is [0, 1], the MCR implementa-

tion uses the median of all WMD of the flow as “line” to cal-
culate the number of times it is traversed in a frame. The me-
dian metric was chosen to generate an equilibrium between
the number of WMD values above and below the “line”, con-
sidering the entire flow.
Therefore, MCR is the rate that the flow crosses its median

line (considering the frame). The MCR is defined according
to Equation 2:

MCR(i) = 1
2FL

FL∑
n=1

|msgn[xi(n)] − msgn[xi(n − 1)]|

(2)
where x is a WMD from a sentence to a lexicon, FL is

the length of the frame and msgn is a modification of sign
function, the Median Sign Function, denoted by Equation 3:

msgn[xi(n)] =


1, if xi(n) > median.

−1, if xi(n) < median.

0, otherwise.
(3)

In audio analysis, the ZCR is a metric of signal noisiness.
In other words, ZCR reflects the variation level of the sounds
on the signal frame. For instance, it is used to distinguish be-
tween voiced and unvoiced signals because unvoiced speech
components typically have much higher ZCR values than
voiced ones. The unvoiced fragment presents much more
variation than the voiced, which is more stable (even if it
present a bigger Energy) [Zhang and Kuo, 2001].
Following the same reasoning, MCR can be interpreted as

a measure of the lexicon variation present on a text, helping
to distinguish between texts that present different variation
levels of a considered lexicon.
Shannon entropy plays a central role in information the-

ory as a measure of information, choice, and uncertainty
[Shannon, 2001]. In audio analysis, the same entropy can
measure the “peakiness”, or the abrupt changes in the sig-
nal energy level. For example, unvoiced sounds are flatter
(less abrupt changes) and present higher entropy than voiced
sounds [Giannakopoulos and Pikrakis, 2014; Rabiner and
Schafer, 1978].
Adapting this feature to the text domain, the Energy En-

tropy measures abrupt changes in the lexicon Energy level
of a flow. For example, it can detect if a frame presents sen-
tences with profoundly different levels of subjectivity.
The implementation follows the Shannon Entropy for-

mula. First, each frame is divided into K sub-frames. Then,
for each sub-frame j, we compute the Esubframei, its
Energy as in (1) and divide it by the total frame Energy,
Eframei. The division is necessary to treat the resulting se-
quence of sub-frame energy values, ej , j = 1, ..., K, as a
sequence of probabilities, as in (4):

ej = Esubframej

Eframei
(4)

where

Eframei =
K∑

k=1

Esubframek (5)

At a final step, the entropy,Ent(i) of the sequence ej is com-
puted according to Equation 6:

Ent(i) = −
K∑

j=1
ej ∗ log2(ej) (6)

Themore significant changes the frame presents, the lower
the Entropy Energy resulting value is.
In audio analysis, Linear Prediction Zero-Crossing Ratio

(LP-ZCR) is the ratio of the zero-crossing ratio of the frame
waveform, and the zero-crossing ratio of the output of a lin-
ear prediction analysis filter [El-Maleh et al., 2000; Rabiner
and Schafer, 2010]. The feature quantifies the degree of cor-
relation in a signal. It helps distinguish between different au-
dio types, such as voiced (higher correlated) and unvoiced
speech (lower correlated).
The Linear Prediction Median-Crossing Ratio (LP-MCR),

the proposed adaptation of LP-ZCR, is calculated as the
Equation 7.

LP − MCR = MCRflow

MCRlp
(7)

where MCRflow is the MCR obtained from the flow
and MCRlp is the MCR obtained from the output of the
Levinson-Durbin linear prediction filter over the flow (both
considering the frame and calculated as explained in Equa-
tion 2.
LP-MCR helps discriminate between flows (or frames)

that show different correlation degrees. For example, consid-
ering an argumentation lexicon, a more argumentative text is
more correlated than an informative one.
Now we introduce a set of three features called

Text “Waveform” Features: Text “Waveform” Minimum
(TW_Min), Text “Waveform” Maximum (TW_Max), and
Text “Waveform” Diff (TW_Diff).
The adaptation of TW_Min and TW_Max features comes

from the audio analysis MPEG-7 audio waveform (AW) de-
scriptor. The AW descriptor gives a compact description of
the shape of a waveform by computing the minimum and
maximum amplitude samples within frames. The descrip-
tor’s purpose is to display and compare waveforms, been
used as a feature in environmental sound recognition, for in-
stance [Mitrović et al., 2010a; Alías et al., 2016]. Therefore,
TW_Min and TW_Max are the minima, and the maximum
WMD observed in a frame, respectively.
The adaptation of TW_Diff is an approximation to the

shimmer feature. Shimmer computes the intraframe cycle-to-
cycle variations of the waveform amplitude. As in the text
domain we do not have many samples that could generate
various cycles in a frame; we propose the difference between
TW_Min and TW_Max (TW_Diff) as the shimmer approxi-
mation.
These three features can help differentiate texts or parts

of a text that present crucial and particular dissimilar points
in their flows. For example, when considering a positive po-
larity sentiment lexicon, positive and negative texts would
present different TW_Min (minimum WMD).
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Volume is defined as the Root-Mean Square (RMS) of the
waveform magnitude within a frame in audio analysis. It re-
veals the magnitude variation over time and is commonly
used for silence detection and speech/music segmentation
[Liu et al., 1998].
In the text domain, Volume’s adaptation reveals the flow

WMD behavior variation throughout the text and is calcu-
lated by the RMS of each frame WMDs. The flow or frame
WMDs can present different behaviors in different kinds of
texts. For example, regarding a positive polarity sentiment
lexicon, the first frame WMD variation on a positive review
is probably different from a negative review.

3.4.2 Time-Domain Flow-Level Features

In this subsection, we describe the time-domain features ex-
tracted from the entire flow.
Mitrovic et al. [2006] described the Amplitude Descrip-

tors (AD), a set of features capable of describing characteris-
tics of the waveform, such as peaks and silence. Based on an
adaptive threshold, initially, the features express the length
of high and low amplitude sequences of samples and the area
corresponding to the high amplitude sequences. The authors
consider statistical properties of the initial features to build
features that describe entire sample files.
In the adaptation proposed in this article, the AD is a set of

seven individual features that characterize the flow in terms
of “near” and “far” segments to the lexicon [Mitrovic et al.,
2006]. In other words, it identifies regions of the flow that
present low and high WMD.
The implementation first split the flow into segments

through an adaptive threshold. The threshold is the sum of
the flow WMDs mean and standard deviation (often used
in audio analysis). Based on this threshold, we calculate the
length of high WMDs segments (LoHWS). The length of
a high WMDs segment represents the number of consecu-
tive sentences with a value greater or equal to the threshold.
LoHWS outlines the distribution of the length of peaks (the
more distant sentences from the lexicon) in the flow.
Similarly, we determine the length of a low WMDs seg-

ment (LoLWS) as the number of consecutive samples with a
lower value than the threshold. LoLWS describes the distri-
bution of length of the valley portions (the more close sen-
tences from the lexicon) in the flow.
Sequences with high WMDs segment can be additionally

defined by the corresponding area below the flow. We com-
pute the area of high WMDs (AHW) as the area between the
threshold and the signal in a LoHWS. In other words, the
AHW represents the extent of peaks in the flow.
Finally, the AD set is formed by the mean, stan-

dard deviation, and median of all the calculated LoHWS
(AD_HWS_Mean, AD_HWS_Std, and AD_HWS_Median,
respectively); by themean, standard deviation, andmedian of
all the calculated LoLWS (AD_LWS_Mean, AD_LWS_Std,
and AD_LWS_Median, respectively); and by the mean of all
the calculated AHW areas (AHW_Mean).
These features can help discern texts that present different

portions of sentences with a strong or a weak relationship
with the lexicon.

Log Attack Position is the logarithm of the position of the
highest WMD in the flow. It approximates the Log Attack
Time from audio analysis, the logarithm of the elapsed time
from the beginning of a sound signal to its first local maxi-
mum, and characterizes the beginning of a sound [ISO/IEC,
2002]. We correlated the elapsed time to the position of the
sentence in the text. Considering the existence of few sam-
ples on texts, we correlated the waveform first local maxi-
mum to the highest WMD (the highest peak and farther to
the lexicon sentence). This feature distinguishes texts that
present the farther sentence to the lexicon on different points.

3.4.3 Frequency-Domain Frame-Level Features

The frequency-domain audio features constitute the most
extensive group of audio features reported in the literature
[Mitrović et al., 2010a]. Hence, it was possible to adapt some
of these features to represent texts. Aiming to compute the
frequency (or spectral) features, it is worth transforming the
representation (flow, in this case) on the time domain to the
frequency domain. This transformation is usually fulfilled
from the Short-Time Fourier Transform (STFT) or derived
from an autoregression analysis [Alías et al., 2016]. In this
study, we used the Scipy API v1.3.2 signal.stft function, us-
ing default parameters3 and passing the Text Flow (docu-
ment sentencesWMD values array) as the time series of mea-
surement values. Additional information can be found in the
Scipy API4.
Among the spectral features presented in this subsection,

seven are computed after generating the STFT output. Only
the Pitch feature is extracted from flow resulting from an au-
tocorrelation function.
In audio analysis, Spectral Flux quantifies abrupt changes

in the spectral energy distribution over time. For example,
signals with slowly varying or nearly constant spectral prop-
erties (e.g., noise) have low Spectral Flux [Mitrović et al.,
2010a; Alías et al., 2016].
In our text domain, the Spectral Flux quantifies abrupt

changes in the spectral energy related to a lexicon between
two consecutive frames. Spectral Flux could help discern be-
tween texts with different lexicon distance levels throughout
the text. For example, considering an argumentation lexicon,
an argumentative text may present a slowly varying behavior
(lowSpectral Flux). In contrast, a text that only presents a few
argumentative sentences in its final portion would show high
Spectral Flux in the last frame.
Let Xi(k), k = 1, ..., WfL be the sequence of the magni-

tude of the STFT coefficients of the i-th frame (STFT output),
where x is a magnitude of one coefficient, and WfL is the
length of the frame. Spectral flux is computed as the squared
difference between the normalized magnitudes (like Energy)
of the spectra of the two successive frames, as showed by
Equation 8:

3The main parameters values used by this Scipy version are: sampling
frequency = 1.0; Window type = Hann; segment length = 256; overlapping
= 128

4https://docs.scipy.org/doc//scipy-1.3.2/reference/generated/scipy.signal.stft.html
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SF lux(i,i−1) =
W fL∑
k=1

(ENi(k) − ENi−1(k))2 (8)

where ENi(k) is the k-th STFT coefficient at the i-th
frame, calculated as in Equation 9.

ENi(k) = Xi(k)∑W fL

l=1 (Xi(l))
(9)

The Spectral Entropy is computed similarly to the Energy
Entropy, but now, the computation occurs in the spectral do-
main, which means using the STFT output. The discussion
is also equivalent; Spectral Entropymeasures abrupt changes
in the lexicon Energy level of a flow on the spectral domain
(flow STFT output).
Spectral Energy Ratio is a feature adapted from the Sub-

band Energy Ratio [Mitrović et al., 2010a; Alías et al., 2016].
The Subband Energy Ratio is usually defined as a measure
of the normalized signal energy along with a predefined set
of frequency subbands, describing the signal energy distri-
bution of the spectrum [Mitrović et al., 2010a; Alías et al.,
2016; Mitrović et al., 2010b].
The Spectral Energy Ratio is implemented as the ratio be-

tween the frame Spectral Energy and the entire flow Spectral
Energy (take the Equation 1 as reference). In a broad sense,
it also roughly describes the flow energy distribution of the
spectrum.
Another proposed feature is Spectral Flatness. The Spec-

tral Flatness measures uniformity in the frequency distribu-
tion of the power (squared) spectrum in audio analysis. It is
computed as the ratio between the geometric and the arith-
metic mean of a subband. Noise-like sounds have a higher
flatness value, while tonal sounds have lower flatness values
[Alías et al., 2016; Mitrović et al., 2010a]. Our adaptation of
Spectral Flatness is implemented as the ratio of the geometric
and the arithmetic mean of the squared spectral magnitudes
(power spectrum) from the STFT output of each frame [Ra-
malingam and Krishnan, 2006]. It estimates to which degree
themagnitudes in a spectrum are uniformly distributed [Alías
et al., 2016].
In audio analysis, the Spectral Crest Factor measures the

“peakiness” of a spectrum, being inversely proportional to
the Spectral Flatness and also used to distinguish noise-like
and tone-like sounds [Mitrović et al., 2010a]. This proposed
method adapted the Spectral Crest Factor as the ratio of the
maximum power spectrum and the mean power spectrum of
a frame [Li and Ogihara, 2005]5.
Portions of texts (represented by frames) that present a less

varying distance to a lexicon have a higher flatness value and
a lower crest factor value. In contrast, those with more vari-
ance on distances to the lexicon have lower flatness values
and higher crest factor values.
Spectral Skewness and Spectral Kurtosis are two other in-

troduced features. They are the third and fourth moments
of the spectral distribution, respectively. The Spectral Skew-
ness measures the asymmetry of the spectral distribution

5The Spectral Flatness and Spectral Crest Factor implementation are
based on the Librosa Python library implementation (https://librosa.org/)

around its mean value. If the Skewness is negative, there is
more energy on the right side of the spectral distribution; if
it is positive, there is more energy on the left side [Peeters,
2004]. At the same time, the Spectral Kurtosis describes the
flatness of the spectral distribution around its mean [Peeters,
2004]. A Kurtosis value lower than three describes a flat-
ter spectral distribution, while a value bigger than three de-
scribes a peaker distribution [Peeters, 2004]. These are two
other features that can capture the relationship between text
and lexicon, distinguishing texts with a different connection
to the lexicon.
The last feature in this subsection is Pitch. Also known

as Fundamental Frequency, the Pitch feature is defined as
the first peak of the local normalized spectro-temporal au-
tocorrelation function [Cho et al., 1998]. Autocorrelation is
the similarity between observations considering a time lag
between them, being useful for finding repeating patterns in
the signal. Autocorrelation values range from -1 to 1. A nega-
tive value represents negative autocorrelation, and a positive
value represents positive autocorrelation.
The present method identifies Pitch as the first peak of the

frame’s spectral autocorrelation function output6. Texts flow
presenting different Pitch values demonstrate distinct maxi-
mum autocorrelation values considering a particular lexicon.

3.4.4 Frequency-Domain Flow-Level Feature

The unique feature to be presented in this subsection is Jit-
ter. In audio analysis, jitter is the cycle-to-cycle Pitch vari-
ations or the absolute mean difference between consecutive
periods of an audio signal [Farrús et al., 2007]. In this study,
Jitter is adapted to a frame-by-frame pitch variation in the
domain. It is calculated by the mean of the absolute differ-
ence between the pitches of two consecutive frames [Farrús
et al., 2007]. The Jitter feature is a form of analysing Pitch
variation throughout the flows.

4 Experimental Evaluation and Dis-
cussion

This section reports our experimental conduction, presenting
the detailed evaluation method, the results of the evaluation
tasks, and discussing the obtained results. The three classi-
fication tasks are: Fake News Detection in English, Fake
News Detection in Portuguese, and Newspaper Columns ver-
sus News Classification. Unlike our preliminary work, the
experiments reported in this paper include the use of deep
learning classification models and a comparison between our
method and robust baselines. Therefore, the new experiments
are more robust than those presented in our previous work.
We evaluate our approach’s competitiveness by compar-

ing its classification results to two baselines that embed se-
mantic information in text representation: Paragraph Vector
(D2V) [Le and Mikolov, 2014] - a static word embedding
- and BERT [Devlin et al., 2019] - a contextualized word
representation. Besides the classification employing models
created from the ALFs, D2V, and BERT features separately,

6We used the Spectrum Python library autocorrelation function to im-
plement our Pitch feature (https://pyspectrum.readthedocs.io/)
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we performed a classification involving models obtained by
a combination of the ALFs and D2V features (D2V+ALF)
and the ALFs and BERT features (BERT+ALF), aiming to
verify if associating our method can improve the D2V and
BERT methods efficacy.

4.1 Datasets
For the Fake News Detection tasks, we use the datasets
presented by Jeronimo et al. [2020]. The English dataset
has 5,994 legitimate news collected from the All The News
Dataset available at Kaggle7, with 2,598 coming fromCNN8,
1,798 from The Guardian9 and 1,598 from The New York
Times10, published between 2016 and 2017.
Fake news, in turn, were compiled by Torabi ASR and Asr

and Taboada [2019], with 103 political news coming from
Snopes11, 75 political news coming from Horne and Adali
[2017] work and 40 stories from Buzzfeed’s top-ranked fake
news12. All fake news on the dataset were fact-checked. De-
spite the existence of more extensive fake news datasets, we
preferred using smaller datasets that we could confirm were
fact-checked. We performed some double-fact-checking on
larger datasets but found repeated news, non-fact-checked
news, and even documents containing only one sentence be-
ing used as news. So, we chose to use smaller but fact-check-
guaranteed datasets.
The Portuguese news dataset has 207,914 legitimate

Brazilian news and 121 fact-checked fake news dissemi-
nated in Brazil made available by Jeronimo et al. [2020].
The dataset of legitimate news was collected from two of
the biggest news sites in Brazil: Estadao13 and Folha de Sao
Paulo14. The dataset comprises legitimate news from 2014 to
2017, divided into different domains: Politics, Sports, Econ-
omy, and Culture. The fake news dataset was collected from
more than 40 news sources strongly disseminated in Brazil
from 2010 to 2017. All fake news were collected from two
popular fact-checking services: e-Farsas15 and Boatos16.
On the Newspaper Columns versus News Classification

task, we employed the Jeronimo et al. [2020] legitimate news
to represent the objective news. The newspaper columns
dataset was firstly presented in our previous work [Vasconce-
los et al., 2020], being formed by 7,062 newspaper columns
articles collected by automated mining.
As all datasets are highly imbalanced, to avoid over-

sampling techniques that would not reflect a realistic sce-
nario, we decided to follow the four-to-one proportion ear-
lier adopted by us [Vasconcelos et al., 2020] and by Jeron-
imo et al. [2020] to execute all the experiments. In other
words, we randomly chose 872, 484, and 28,248 legitimate
news for the Fake News Detection in English, in Portuguese

7https://www.kaggle.com/snapcrack/all-the-news
8www.cnn .com
9www.theguardian.com
10www.nytimes.com
11https://github.com/sfu-discourse-lab/
12https://github.com/BuzzFeedNews/ 2017-12-fake-news-top-50
13https://www.estadao.com.br/
14https://www.folha.uol.com.br/
15http://www.e-farsas.com/
16http://www.boatos.org/

and Newspaper Columns versus News Classification tasks,
respectively.

4.2 Lexicons
To generate the flows in English, we used a combination of
three sets of lexicons: 1) the six subjectivity lexicons com-
piled by . Recasens et al. [2013]; 2) the subjectivity positive
and negative polarities sentiment lexicons presented by Wil-
son et al. [2005]; 3) the positive and negative polarities sen-
timent lexicons proposed by Choi and Wiebe [2014].
To the Fake News Detection in Portuguese task, we ap-

plied the Reli-Lex, a set of eight sentiment polarity lexicons
[Freitas, 2013]. Besides these sentiment polarity lexicons, we
employed the five subjectivity lexicons proposed byAmorim
et al. [2018] to the Newspaper Columns versus News task.

4.3 Baselines
We compare our method classification results to two robust
baselines that embed semantic information in text represen-
tation: Paragraph Vector (D2V) [Le and Mikolov, 2014] and
BERT [Devlin et al., 2019]. Concerning the D2V, we trained
a model using the remaining legitimate news from each
dataset that would not be used in the experiments. Then, we
created a 100-dimension D2V representation for each text
(like Araque et al. [2019]). The BERT models used were the
English BERT-base for the English news and the multilin-
gual BERT-base for the Portuguese News. Each text’s repre-
sentation was generated considering the 512 first words and
comprised 768 dimensions.

4.4 Experimental Setup
We used Jeronimo et al. [2020] word embedding word2vec
models to calculate the WMD in tasks involving the Por-
tuguese language, in order to create the text flows. To the
English language, we used the Word2Vec article [Mikolov
et al., 2013] pre-trained word embeddings17.
Once the flows were created, it was necessary to fragment

them into frames to extract the ALFs. It is the moment to
decide the number of frames and the K parameter (number
of sub-frames to break each frame into). It is essential to con-
sider that in the text domain, we have so much fewer samples
(sentences in texts) than in the audio analysis due to the na-
ture of sounds and the sampling procedure. It is also worth
remembering that each frame must respect the minimum re-
quirements. In other words, each sub-frame must have at
least two sentences to achieve correct features computation.
Moreover, all ALFs become more descriptive when frames
and sub-frames have more sentences than the minimum re-
quirements because it is possible to consider more informa-
tion to the ALFs calculation.
For each classification task, the average size of the texts

of each class was analysed to define the frame number and
K-parameter. All the texts classes are news or reviews, small
texts presenting an average size of between 14 and 41 sen-
tences. Through this average size analysis and some empir-
ical tests, the flows were divided into three frames and two

17https://code.google.com/archive/p/word2vec/
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sub-frames (K=2), in all classification tasks. Therefore, in the
present experiments, the texts might have no less than twelve
sentences (three frames x two sub-frames x two sentences per
sub-frame).
We propose a padding technique employed to texts that do

not achieve the minimum number of sentences, called Last
Frame Sentence Padding (LFSP). This technique is applied
after the process of splitting the flow into frames. The LSFP
consists of repeating the WMD value of the last sentence of
each frame until it reaches the size of four sentences (in this
evaluation setup case). Fig. 5 illustrates the application of
the LFSP to a seven sentences flow. Fig. 5 illustrates the ap-
plication of the LFSP to a flow containing seven sentences
(WMDs) that needs to be split into three frames with K = 2.
When split in frames, the flow presents three, two, and two
sentences in Frame 0, Frame 1, and Frame 2, respectively.
Therefore, as K = 2, each frame must have four sentences
for the correct calculation of all ALFs; the value of the last
sentence of Frame 0 is repeated once, and the last value of
the other frames, twice. In a rarer case, if the text does not
present at least the number of sentences equal to the number
of frames, the value of the text’s last sentence is repeated until
the end. This technique can be more advantageous than, for
example, performing the padding only at the final of the flow,
sustaining some essential text characteristics. For instance,
preserving each sentence’s positioning is feasible since it con-
tinues on the original frame (the original portion of the text).

Figure 5. Last Frame Sentence Padding applied to a seven-sentences flow.

After applying the LFSP to the flows that need it, it is time
to extract the ALFs to each flow. Each text is represented
by one flow per lexicon dimension used in the experiment.
For example, suppose a sentiment polarity lexicon with neg-
ative and positive dimensions is used. In that case, each text
will be represented by two flows, one formed by WMDs to
the negative polarity lexicon dimension and the other formed
by WMDs to the positive polarity lexicon dimension. As the
method proposes sixteen frame features and nine flow fea-
tures, and the number of frames to split the flows into is three,
the feature vector comprises 57 features (3 frames x 16 frame
features + 9 flow features) for each lexicon dimension.

4.5 Classification Models
This study employed two groups of classification models:
Shallow Learning (SL) and Deep Learning models (DL).
A train-validation-test split was randomly applied with a

70/15/15 distribution for all tasks.
The SVM, Logistic Regression, Random Forest, and XG-

Boost models were considered concerning the SL algorithms.

A grid search was performed in all algorithms aiming to find
a better suitable model configuration for each task by testing
various hyperparameter configurations. The grid search used
the train and validation splits. Then, the classification of the
test split was done using the best model of each SL algorithm.
Concerning the DL models, this study involved the clas-

sification employing CNN, BiLSTM, and GRU models as
they have demonstrated excellent efficacy for text classifica-
tion [Jang et al., 2020;Muñoz and Iglesias, 2022]. Allmodels
were trained using the train and validation splits, considering
several learning rates, numbers of neurons, and epochs.
This work presents and discusses the results obtained by

each task’s best SL and DL models.
Besides the classification employing models created from

the ALFs, D2V, and BERT features separately, we performed
a classification involving models obtained by a combination
of the ALFs and D2V features (D2V+ALF) and the ALFs
and BERT features (BERT+ALF), aiming to verify if our
method could improve the D2V and BERT methods efficacy.
We evaluated the classification efficacy in terms of the

Area Under the Precision-Recall curve (PR-AUC), a met-
ric that satisfies our class imbalance scenario [Saito and
Rehmsmeier, 2015; Davis and Goadrich, 2006].
In order to interpret classification models, a recurrent strat-

egy is the feature importance analysis. Feature importance
refers to techniques for assigning scores to input features
of a predictive model that reveals the comparative impor-
tance of each feature when making a prediction. Inspecting
the importance score provides understanding about a specific
model and which features are the most or less important to
the model. Feature importance analysis allows reducing di-
mensionality by excluding less important features to a model
[Kuhn and Johnson, 2013].
This research used the SHapley Additive exPlanations

(SHAP) values [Lundberg and Lee, 2017] to perform fea-
ture importance on the approach evaluation. The SHAP val-
ues represent each feature’s importance to the prediction of
machine learning models. For instance, features that signif-
icantly impact the result of a classification model are con-
sidered more relevant and receive a higher SHAP value. The
SHAP values analysis allows amore objective understanding
of the classification model’s decisions, generating insights
into the problem discussed.

4.6 Results and Discussion
4.6.1 Fake News Detection in English

Among all models tested, the Random Forest (RF) and Bi-
LSTM presented the best results concerning SL and DLmod-
els, respectively. The RF best model configuration was set
with 103 trees in the forest, and the tree’s maximum depth
equals 20. The best Bi-LSTM model was set with 256 neu-
rons, a learning rate of 5e-5, and 100 epochs.
Table 2 presents the PR-AUC from all models experi-

mented with, namely: best SL model trained with only the
ALFs features, with only the D2V features, and with the com-
bination of both of them; also the best DLmodel trained with
only the ALFs, D2V or BERT features and with the combi-
nation of D2V and ALFs (D2V+ALF) and BERT and ALFs
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SL Models DL Models
Features ALF D2V D2V+ ALF D2V BERT D2V+ BERT+

ALF ALF ALF
PR-AUC 0.62 0.49 0.65 0.78 0.73 0.81 0.83 0.84

Table 2. Fake News Detection in English PR-AUC results. This table presents the results of the best SL and DL models trained with the
ALFs, D2V, BERT, D2V+ALFs and BERT+ALFs features.

(BERT+ALF). No models in SL involving BERT were exe-
cuted due to the large number of BERT features (768).
Aiming to discover if the difference between the results

presented by two models is statistically significant, we pro-
ceeded with the McNemar statistical hypothesis test [Mc-
Nemar, 1947; Dietterich, 1998] throughout this work. The
McNemar is a test suitable for paired data situations, test-
ing the consistency in responses across two variables. The
McNemar H0 assumes that the two cases disagree with the
same amount; in other words, there is no difference in the
disagreement. In this experiment, H0 assumes that there is
no difference between the hits and misses of the two models
(compared to the ground truth). Therefore, the H1 hypothe-
sis assumes that the difference exists, meaning that if a model
presents a better result, its positive impact is statistically sig-
nificant. All tests in this article have been performed consid-
ering p-value = 0.05.
In this scenario, the DL models obtain the best results

(RQ4). The BERT model presents the best result among
the models with no combination. However, the overall best
model is trained with the combination BERT+ALF. The Mc-
Nemar test result between BERT and BERT+ALFmodels re-
jects the H0 (p-value = 0.02), meaning that combining ALFs
to BERT features is beneficial, in fact. Despite the results
presented by BERT+ALF andD2V+ALFmodels being quite
similar, the McNemar test proves that the BERT+ALF better
result is statistically significant (p-value = 0.043). Thus, the
BERT+ALF proves to be the best model in this scenario.
Comparing the results of all baselines alone and com-

bined with ALFs (D2V and D2V+ALF on ML and DL,
and BERT+ALF), the results combined with ALF enhanced
those of baselines alone. Therefore, the ALFs combination
positively impacts this scenario in all situations, affirma-
tively answering the RQ2. Also, we can notice that the ALFs
alone present better results than the D2V alone both in SL
and DL. The poor performance of D2V in this scenario could
have been due to the low number of texts used to train the
model compared to the number of texts used to train the pre-
trained word embedding used to generate the ALFs. So, this
scenario experiments answer the RQ1 affirmatively, refer-
ring to the D2V baseline, but negatively concerning BERT.
Thus, in the case of Fake News Detection in English sce-

nario, the ALFs perform better than the D2V and improve
the BERT result.
Aiming to analyse the ALFs individual impact on classi-

fication, we proceeded with a feature importance evaluation
with ALFs using SHAP values [Lundberg and Lee, 2017] to
verify what features most impact the classification tasks.
Fig. 6 presents the twenty most impacting features in

the Fake News Detection in English task in descent order
(SHAP values plot). We notice that the Spectral Crest Factor
(spec_crest_factor in the figure) and the Spectral Skewness

Figure 6. Feature Importance Bar Plot - Fake News Detection in English
Classification.

(spec_skew) features are the most frequent ones, playing an
essential role in the task. So, the flow spectral peakiness and
spectral energy distribution around the mean helped discern
fake from legitimate news.
The features of frame 2 (the final frame) are the most nu-

merous, revealing that the information present in the ending
part of the texts is significant to the task. The majority of
features among the most impacting are extracted from the
frequency domain, and, among the few ones of the time do-
main, the majority are flow-level features. 0.006 is the most
significant average impact magnitude, highlighting that the
classification results do not depend on one or a few features.
Indeed, all features positively impact the results since no fea-
ture presents a 0.00 impact (not shown on the figure for clar-
ity). These findings negatively answer RQ3.

4.6.2 Fake News Detection in Portuguese

The best SL and DL models, respectively, were the RF with
100 trees in the forest, and the tree’s maximum depth equals
to 18, and the Bi-LSTMmodel set with 128 neurons, a learn-
ing rate of 5e-5, and 100 epochs. Table 3 presents all PR-
AUC achieved in this scenario.
The ALFs alone on SL obtained the best efficacy in this

scenario - PR-AUC = 0.98, affirmatively answering RQ1.
The McNemar test only does not reject the H0 comparing
ALF and D2V+ALF on SL models (p-value = 3.51). Even in
this case, using uniquely the ALFs is beneficial considering
a better performance, given that it would not depend on D2V
model training and many unnecessary features. Confirming
the best efficacy of ALFs alone on SL compared to DL, the
McNemar test presented a p-value = 0.004, responding to
RQ4.
Comparing the results of ALFs to baselines combinedwith

ALFs makes it noticeable that the baselines do not positively
or negatively impact the ALFs results. It seems like the classi-
fiers ignore the D2V and BERT features. This fact evidences
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SL Models DL Models
Features ALF D2V D2V+ ALF D2V BERT D2V+ BERT+

ALF ALF ALF
PR-AUC 0.98 0.46 0.98 0.96 0.90 0.88 0.96 0.96

Table 3. Fake News Detection in Portuguese PR-AUC results. This table presents the results of the best SL and DL models trained with the
ALFs, D2V, BERT, D2V+ALFs and BERT+ALFs features.

SL Models DL Models
Features ALF D2V D2V+ ALF D2V BERT D2V+ BERT+

ALF ALF ALF
PR-AUC 0.94 0.85 0.95 0.92 0.94 0.93 0.97 0.94

Table 4. Newspaper Columns versus News PR-AUC results. This table presents the results of the best SL and DL models trained with the
ALFs, D2V, BERT, D2V+ALFs and BERT+ALFs features.

that our set of features is very robust in this scenario. How-
ever, comparing the baselines alone to their association with
ALFs, the ALFs association positively impacts the efficacy,
affirmatively responding to RQ2.
Unlike the Fake News Detection in English scenario, in

this one, D2V achieves better efficacy than BERT (both
alone).

Figure 7. Feature Importance Bar Plot - Fake News Detection in Portuguese
Classification.

Figure 7 shows the most impacting features in the Fake
News Detection in Portuguese task. The most frequent fea-
tures are Jitter (7/20) and Volume - vol (4/20), but Jitter is the
first three most important. These are two different measures
of variation. Although the most beneficial feature is Jitter,
representing the set of flow extracted features, it is worth re-
membering that it is calculated over the frame feature Pitch.
Both Frame 0 and Frame 1 (representing the initial and

middle part of the text, respectively) are very present among
the most impacting features. Figure 7 shows ten time-domain
and ten frequency-domain features, a balanced scenario in
this case. The most significant average impact magnitude is
0.016, yet a little value, suggesting that the result is not owed
to a small group of features. Leading to a negative answer to
RQ3.

4.6.3 Newspaper Columns versus News Classification

In this scenario, the best SL and DL models, respectively,
were the XGB with a learning rate of 0.1, and the tree’s max-
imum depth equals 6, and the Bi-LSTM model set with 128

neurons, a learning rate of 5e-5, and 100 epochs.
Table 4 shows the results obtained in this scenario. The

DL - D2V+ALF model achieved better effectiveness among
all models. The combination with ALFs could enhance the
already impressive D2V efficacy (with statistical signifi-
cance, p-value = 0.001). The difference in the results of DL
- D2V+ALF and SL - D2V+ALF is also statistically signif-
icant (p-value = 0.006), meaning that the DL classifier im-
proved the effectiveness of the D2V+ALF set of features in
this scenario. So, the RQ2 is affirmatively answered.
The SL model trained with only the ALFs shows simi-

lar efficacy compared to the baselines alone. The SL - ALF
model reaches the same effectiveness as DL - D2V and
DL - BERT+ALF, showing that the ALFs are robust in this
scenario, even using a simpler classification algorithm. The
ALF presents better effectiveness than the D2V model con-
sidering the SL models. The improvement shown on the
D2V+ALF result is statistically insignificant, reinforcing the
robustness of ALF associated with more uncomplicated al-
gorithms. These findings respond to RQ4 and affirmatively
reply the RQ1.

Figure 8. Feature Importance Bar Plot - Newspaper Columns versus News
Classification.

Responding to RQ3, we can observe the most impacting
features onNewspaper Columns versusNews taskmodel pre-
sented by Figure 8. Themost frequent features are TextWave-
form Minimum (tw_min) and Energy. Features measuring
the amplitude variation and the flow shape.
Frame 0 Negative Verbs Energy (frame_0_ver_neg_eng)

has an expressive impact as it achieves an average of 0.1,
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suggesting the strength of negative verbs lexicon dimension
presented by the initial part of the text was essential for the
performance of the classifiers. In other words, the presence
of the semantics of the negative verbs dimension is notably
diverse in newspaper columns and news. In this scenario,
the average impact magnitudes are more significant than the
other tasks, i.e., fewer features have more power. The initial
part of the text (Frame 0) seems to contribute expressively to
the classification task, evincing that the two kinds of texts
are quite different at the beginning. The time-domain fea-
tures are expressively represented among these twenty most
impacting features, revealing that, in this scenario, the anal-
ysis is better on the simpler domain. The most frequent fea-
tures are Energy TW_Min and TW_Max, presenting that the
lexicon dimension strength and the closest and the furthest
points to the lexicon dimension are decisive on the classifi-
cation task result. No flow-level features permeate the fea-
tures shown in Figure8, which suggests that the analysis is
more effective when breaking the texts into parts in this case.
Despite the subjectivity lexicon dimensions are not present
on the most important features, the experiment using just the
Reli-Lex achieves worse results.

4.6.4 Overall Discussion

Analysing all the presented experiments results, the ALFs
present the best results alone or combined to the baselines.
These considerations indicate that our model is a valuable
way of representing texts, extracting relevant information
that can help to improve efficacy in classification tasks,
affirmatively answering to RQ2. Furthermore, our method
achieved the best results in Fake News Detection in Por-
tuguese. In this, scenario, using ALFs combined with the
baselines achieved the same result as the ALFs alone. In
other words, adding the baselines to the classification does
not enhance the ALFs results.
Considering the Fake News Detection in English and the

Newspaper Columns versus News experiments, the best re-
sults were achieved by combining baselines with ALFs, high-
lighting that our approach can improve robust baselines effec-
tiveness. Also, the proposed method approximated the base-
lines’ results, even surpassing D2V in some cases. These
facts affirmatively answer RQ2.
Still concerning the scenarios where the association of

ALF to the baselines achieves better results than the base-
lines alone, we can interpret that, besides the robustness of
the baselines models, some characteristics that can differen-
tiate the types of text could be missed, and a method that can
identify that information and add them to the classification
model, like ours, is relevant. It is worth remembering that
the proposed method uses an elaborate way to consider the
lexicon information, representing the texts and lexicons on
an embedding space and calculating WMD values all over
the text. In that way, the text representation can retain more
precise semantic information.
The approach performed better when feeding SL models

in all but Fake News Detection in English task, answering
the RQ4. This finding evinces that a sophisticated DL model
not always performs better than a simpler SL model.
We highlight the results of the tasks involving news and

the Portuguese language. In addition to the outstanding re-
sult obtained byALFs on FakeNewsDetection in Portuguese
task, on the Newspaper Columns versus News scenario, the
combination with ALFs enhanced the impressive D2V effi-
cacy. These facts suggest that the extracted information by
our approachwas especially beneficial in these scenarios. Be-
sides the manner ALFs are extracted, we can attribute this re-
sult to the adequacy of the lexicons used to differentiate the
related kinds of texts.
Although BERT is one of the most powerful NLP tools,

only in the English language scenario it obtained the best
results (alone or combined with ALFs). This fact suggests
that the multilingual model is not as accurate as the English
model, as discussed by Baert et al. [2020], emphasising the
difficulty of doing NLP research in other languages. Another
possible reason could be the inviability of considering all
texts terms when using BERT (a model would have to con-
sider the larger text on the dataset). As discussed in Aker
et al. [2019], Ghanem et al. [2021], and Maharjan et al.
[2018] papers, using the entire text is crucial to better clas-
sifying it.
Concerning threats of validity, in this article, we depicted

the design of the experiments and chose adequate metric, sta-
tistical test, and even feature importance method, all consol-
idated on the literature. Also, the datasets were carefully se-
lected. In some cases, after passing by a double fact-checked
on fact news. We performed a train-validation-test split on
all tasks. Also, we cared about reflecting reality, using the
proportion between the classes of news on the experiments.

5 Conclusions and Future Work
In this paper, we have proposed an enhanced version of our
previous method to represent texts. We model each text as
text flows. These flows are obtained by calculating WMD
from each text’s sentence to a lexicon considering a word
embedding space. Then, we fragment the flows into smaller
parts, called frames. Latter, we calculate a bigger set of fea-
tures adapted from the audio analysis, called Audio-Like
Features. For evaluating the method’s effectiveness, we per-
formed three NLP classification tasks. For comparison pur-
poses, we also performed the classification tasks using D2V
and BERT baselines and combined each baseline with ALFs,
improving the quality of the experiments in this paper.
Our method achieved the best results in Fake News Detec-

tion in Portuguese, affirmatively answering RQ1 in this task.
It approximated the baselines’ results in the remaining tasks,
even surpassing D2V in the Fake News Detection in English.
Furthermore, we demonstrated that when usingALFs com-

bined with the baselines, their classification results are im-
proved. The feature importance analysis evinces that the new
proposed features are crucial to the impact on the classifica-
tion model. Additionally, no individual feature significantly
impacts all tasks, suggesting that the set of features is vital
to the classification. The feature importance also unveils that
the frame divisions play a fundamental role in the tasks, even
revealing the texts’ portion that is more capable of differen-
tiating the texts classes through the ALFs.
As limitations, we can highlight that our proposed ap-
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proach depends on a lexicon that is adequate to the task
and suitable enough for meaningful ALFs extraction to
achieve satisfactory efficacy. In addition to the lexicons, the
method is also dependent on adequate and well-trained word-
embeddings. Suitable lexicons and word-embeddings are es-
sential to the quality of the text flows and, consequently, to
the quality of ALFs. We used general pre-trained word em-
beddings in the experimentation; however, the results could
be even better if we had built more specific word embeddings
for each task. Another limitation of our approach is not be-
ing suitable for tiny (e.g., microblogs) texts. As the method
uses sentences as units to create the flows, tiny texts would
provide an insufficient number of sentences for the correct
ALFs extraction. This fact would force intense padding, pos-
sibly worsening the ALFs’ quality. One of the limitations of
the experiments is the use ofMikolov’s embeddings to create
audio-like features instead of contextual embeddings such as
Bert and Elmo due to limitations on available infrastructure.
Future work using Bert or Elmo on the flows creation is ex-
pected to deliver even more robustness to the text’s represen-
tation.The empirical determination of an adequate number of
frames for each dataset is also a limitation.
In future work, we intend to apply this method to other

NLP tasks usingmore extensive texts. Another possible work
is to evaluate the efficacy of associating ALFs to an attention
mechanism.
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