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Abstract Stance detection is the task of inferring for/against attitudes towards a particular target from text. As
targets are in principle unlimited, however, research in the field has moved from so-called in-domain classification
(which assume the availability of a sufficient number of stances towards the intended target for training purposes) to
more realistic zero-shot scenarios. However, regardless of which - or howmuch - training data is taken into account,
most existing zero-shot approaches are devoted to the English language, in stark opposition to alternatives devoted to
Portuguese. As ameans to overcome some of these difficulties, this article presents a benchmark (hereby understood
as the combination of a dataset, baseline systems and their results) for zero-shot Portuguese stance detection that
is, to the best of our knowledge, the first of it kind. More specifically, we adapt a number of existing models
available for the English language to Portuguese, and introduce novel approaches to the task based on more recent
prompt engineering methods and off-task labelling, achieving SOTA results that are, in some cases, even superior
to in-domain classification.

Keywords: Natural Language Processing, Stance detection, Zero-shot

1 Introduction
In Natural Language Processing (NLP), stance detection [Ku-
cuk and Can, 2020; Aldayel and Magdy, 2021; Alturayeif
et al., 2023; Pavan et al., 2023] is the computational task of
inferring for or against attitudes towards a particular target
(e.g., a company, a piece of legislation, etc.) from text data.
For instance, ‘This company should not be allowed to be on
the stock market’ conveys a stance against a particular tar-
get company. As an NLP field, stance detection has grown
considerably since the seminal SemEval-2016 stance detec-
tion shared task in Mohammad et al. [2016], with potential
applications including fake news [Oshikawa et al., 2020] or
hate speech detection [Schmidt and Wiegand, 2017; da Silva
et al., 2020], among others.
Computational stance detection shares similarities with

sentiment analysis but, as pointed out in Kucuk and Can
[2020], sentiment and stance do not generally correlate. For
instance, a stance against the target ‘Christmas’ may express
a positive sentiment, as in ‘I just love all these people spend-
ing a fortune on pretty gifts’. Moreover, as a stance towards
a given target may be expressed in a wide range of linguistic
formulations, stance detection is arguably more semantics-
oriented than sentiment analysis and, accordingly, the task
has often been addressed in a fully supervised fashion with
the aid of purpose-built labelled datasets [Taulé et al., 2017;
Hosseinia et al., 2020; Jaziriyan et al., 2021].
The availability of labelled data conveying a sufficient

number of stances towards the intended target enables the
development of in-domain stance classifiers (e.g., [Zarrella
and Marsh, 2016; Kochkina et al., 2017; Yang et al., 2019;
Cignarella et al., 2020; Flores et al., 2021]), that is, mod-
els that are trained and tested on a set of labelled examples
of stance towards the target of interest. Models of this kind

may arguably achieve optimal results for the task as long as
suitable (e.g., compatible) labelled train and test datasets are
available but, as the number of stance targets is in principle
unlimited, building a new labelled dataset for every target of
interest renders general stance detection unattainable.

Given these difficulties, the focus of the field in recent
years has gradually shifted from in-domain stance detection
to more practical zero-shot settings, that is, stance detection
models that are to be evaluated on target topics unseen dur-
ing training [Allaway and McKeown, 2022]. The latter, in
their most common implementation, often amounts to cross-
target stance detection [Xu et al., 2018; Zhang et al., 2020],
that is, models that detect stance towards a particular target
based on labelled examples of stance towards other, unseen
targets [Allaway and McKeown, 2020; Allaway et al., 2021;
Liu et al., 2021]. Thus, for instance, we may in principle
train a model to detect stance towards Donald Trump from a
collection of labelled stances towards , e.g., Hillary Clinton
[Mohammad et al., 2016]. Given the lack of suitable (i.e.,
fully compatible) training data, however, cross-target results
are usually below those observed in (arguably optimal) in-
domain settings, and many studies of this kind do not even
provide a comparison with in-domain alternatives, perhaps
under the assumption that in-domain results could not be sur-
passed if simply using less or no training data.

In addition to standard cross-target stance detection, recent
advances in large language models (LLMs) have provided
yet another fresh research perspective for the field. LLMs
may be prompted to assign stance labels to an input text
with no training data at all and, more importantly, have been
shown to outperform previous cross-target methods [Zhang
et al., 2023]. However, regardless of which – or how much
– training data is taken into account, we notice that most ex-
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isting zero-shot approaches are devoted to the English lan-
guage (e.g., [Liu et al., 2021; Liang et al., 2022; Chunling
et al., 2023] ). Our target language - Portuguese - by con-
trast, still lacks considerably behind, and adaptation may be
time-consuming or even unfeasible. This may be the case,
for instance, when attempting to adapt models that resort to
external knowledge provided by language-specific resources
(e.g., English ConceptNet [Speer et al., 2017]) to mitigate the
lack of training data.
Based on these observations, this article intends to con-

tribute to the field of Portuguese NLP by presenting a bench-
mark - hereby understood as the combination of (i) a labelled
corpus, (ii) baseline systems and (iii) reference results - for
zero-shot Portuguese stance detection that is, to the best of
our knowledge, the first of it kind. Using a large social me-
dia stance corpus that has been previously assessed mainly
for in-domain classification [Pereira et al., 2023], we adapt
a number of existing models available for the English lan-
guage to Portuguese, and introduce novel approaches based
on more recent prompt engineering methods and off-task la-
belling, in some cases outperforming even in-domain clas-
sification results. Put together, these efforts are intended to
foster further investigation in the field, addressing not only
the issue of how different zero-shot methods for Portuguese
compare to each other, but also presenting alternatives that
may indicate future directions of research in the field.
The main contributions made in this work are as follows.

• Standard zero-shot stance detection methods from
Portuguese text, based on cross-target classification.

• LLM-based methods that require no labelled training
data at all, which achieve SOTA results for the task and
outperform even in-domain classification.

• A novel method based on off-task social media polari-
sation data, which outperforms standard zero-shot alter-
natives with minimal computational costs if compared
to LLM-based methods.

The rest of this paper is structured as follows. Section 2
reviews a number of recent studies in zero-shot stance detec-
tion. Section 3 describes the corpus to be used as train and
test data for our models. Section 4 describes the adaptation
of existing stance detectionmodels for Portuguese, and novel
approaches based on off-task labelling and prompt engineer-
ing. Section 5 presents our results, and Section 6 draws a
number of final remarks and suggestions of future work.

2 Related work
Stance detection is the computational task of estimating
whether a piece of text t expressing information about a tar-
get object x conveys a stance either in favour or against x, in
some cases considering also a third (e.g., ’not applicable’) al-
ternative. When a set of labelled examples of stance towards
x is available, stance detection models may be built in stan-
dard in-domain fashion, that is, using some of the available
labelled data for training. This corresponds to the early ap-
proach to stance detection found in Mohammad et al. [2016]

and others. In more recent zero-shot stance detection, by con-
trast, existing methods may be distinguished from each other
according to the precise nature of the data used for training
purposes, if any.
Table 1 summarises a number of studies of this kind along-

side details regarding the training strategies taken into ac-
count, and underlying computational methods. To this end,
the following training strategies are considered.

• Out-of-domain (ood) labelling: the model is trained
from a set of labelled stances towards a target other
than the intended test target. This strategy corresponds
to the standard cross-target approach found in much of
the existing work in the field [Allaway and McKeown,
2020; Liu et al., 2021; Zhao et al., 2022; Wen and
Hauptmann, 2023].

• Distant (dist) labelling: the model is trained from a set
of weakly labelled stances and additional (non-stance)
information available from external sources.

• No (none) labelling: themodel does not use any training
data.

From Table 1, we notice that existing work in zero-
shot stance detection has been largely based on two promi-
nent datasets: the SemEval-2016 stance corpus [Mohammad
et al., 2016], and the more recent VAST corpus [Allaway and
McKeown, 2020], both of which devoted to the English lan-
guage.
The SemEval-2016 corpus is a collection of 4870 manu-

ally labelled tweets covering six targets, and it was mainly
intended as a resource for standard in-domain stance classi-
fication. Subsequently, the corpus has been applied also to
limited out-of-domain stance detection in cross-target fash-
ion (e.g., using known stances towards the feminist move-
ment as training data to predict stance towards abort legisla-
tion, etc.) as in Xu et al. [2018].
VAST Allaway and McKeown [2020], on the other hand,

has been specifically designed for zero- and few-shot stance
detection. The corpus is a collection of manually labelled
comments posted on the New York Times website about
a wide range of issues, comprising 23,525 stances towards
5,634 targets. The comparatively large number of targets im-
plies that many (if not most) are actually under represented,
and motivates the use of so-called generalised topic (or tar-
get) representations to overcome the lack of data in zero-shot
scenarios. However, we notice that the target/instance ratio
in VAST also makes the corpus most likely unsuitable for
in-domain stance detection, and in fact none of the zero-shot
studies under discussion have actually reported VAST results
in in-domain fashion.
Regarding the training strategy under consideration,

nearly all studies make use of out-of-domain (ood) labelled
data, that is, models are built from a set of labelled stances
towards unseen targets. This setting, sometimes called cross-
target stance classification [Zhao et al., 2022], is by far the
most common zero-shot strategy among the selected studies,
the only exceptions being the use of distant supervision [Xu
et al., 2022] and prompt-based learning [Zhang et al., 2023]
as discussed below.
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Table 1. Related work in zero-shot stance detection and training strategies.
Ref. Corpus Training Method
Allaway and McKeown [2020] VAST ood topic-grouped network
Allaway et al. [2021] SemEval ood topic-adversarial network
Liu et al. [2021] VAST ood graph convolution network
Luo et al. [2022] VAST ood common sense knowledge graph encoding
Liang et al. [2022] SemEval, VAST, others ood graph contrastive learning
Xu et al. [2022] SemEval, VAST, others dist text entailment, GPT-3, BERT
Pavan and Paraboni [2022] UstanceBR-r1 ood BERT ADDA
Zhao et al. [2022] SemEval, VAST, others ood BERT contrastive learning
Chunling et al. [2023] SemEval, others ood graph+BERT ADDA
Zhang et al. [2023] SemEval, others none ChatGPT
Wen and Hauptmann [2023] VAST ood Conditional generation

Central to any zero-shot approach is the question of how to
mitigate the lack of training samples. To this effect, existing
studies resort to a wide range of computational methods, with
a certain prevalence of graph representations (e.g., to convey
external knowledge such as common sense) [Liu et al., 2021;
Liang et al., 2022; Chunling et al., 2023], and adversarial
discriminative domain adaptation (ADDA) to learn from out-
of-domain data [Pavan and Paraboni, 2022; Zhao et al., 2022;
Chunling et al., 2023]. Individual details regarding each of
the selected studies are discussed as follows.
In addition to introducing the VAST corpus, which has

become a standard reference for zero-shot stance detection
in the English language, the work in Allaway and McKe-
own [2020] presents a novel model called TGA Net. The
model consists of a contextual conditional encoding layer
followed by topic- (or target-) grouped attention using gen-
eralised topic representations, and a feed-forward neural net-
work. This architecture implicitly captures relationships be-
tween targets, and it is particularly suitable for scenarios in
which a large number of targets is available as in the case of
the VAST dataset.
Following the initial results of TGA Net, the work in

Allaway et al. [2021] presents a new model for zero-
shot stance detection on Twitter that makes use of adver-
sarial learning to generalise across targets. The model,
called TOpic-ADversarial Network (TOAD), consists of the
domain-transfer architecture from Zhang et al. [2017] cou-
pled with the stance model in Augenstein et al. [2016] and
additional topic- (or target-) specific attention layer intended
to compute topic-invariant representations that generalise to
other (i.e., unseen) targets.
The work in Liu et al. [2021] introduces CKE-NET, a

model enriched with commonsense knowledge that is in-
tended to exploit relational knowledge at both structural and
semantic level. Themodel uses BERT [Devlin et al., 2019] to
encode documents and targets. As a knowledge graph base,
CKE-NET uses ConceptNet [Speer et al., 2017], a semantic
network for the English language that conveying millions of
instances of 34 types of relations. Commonsense relational
knowledge is represented as triples R = (u; r; v), where u is
the head concept, r is the relation, and v is the tail concept,
and it is embedded in the model with the aid of the Graph
Convolution Network CompGCN [Vashishth et al., 2020].
As in the case of CKE-NET [Liu et al., 2021], the work

in Luo et al. [2022] proposes to improve knowledge trans-

fer with the aid of commonsense knowledge, and sentiment
information. The proposed model, called BS-RGCN, once
again uses ConceptNet [Speer et al., 2017] as the knowledge
graph base, and RGCN encoding [Schlichtkrull et al., 2018]
to compute concept latent feature representations. Themodel
also includes sentiment information computed by performing
BERT sentiment masking.
The work in Liang et al. [2022] proposes a framework

for zero-shot stance detection called JointCL (joint con-
trastive learning), which comprises four main components:
(a) stance contrastive learning based on the supervised sig-
nal of stance labels; (b) prototypes generation, which uses a
clustering method to derive prototypes of the training data;
(c) prototypical graph contrastive learning between known
and unseen targets; and (d) stance classification.
The work in Xu et al. [2022] argues that existing systems

for zero-shot stance detection are optimised on a particular
dataset from a single domain, and hence do not perform well
on other datasets, and that evaluation is usually based on a
limited number of unseen targets, in which some of these
are assumed to be richly annotated. Based on the observa-
tion that real-world applications are unlikely to meet these
conditions, the issue of stance detection is investigated in
an open-world scenario with neither domain constraints nor
target-specific annotations. The work combines indirect su-
pervision provided by textual entailment datasets and weak
supervision obtained from pre-trained language models.
The work in Pavan and Paraboni [2022] introduced a pre-

liminary version of the UstanceBR corpus [Pereira et al.,
2023] to be taken as the basis of the present work, and
presents cross-domain stance classification method for the
Portuguese language based on out-of-domain labelled data,
which is the standard problem definition adopted by most of
the zero-shot studies under discussion. The model combines
an existing domain adaptation method based on BERT with
adversarial learning and knowledge distillation that has been
shown to be successful in the related tasks of cross-domain
sentiment analysis [Ryu and Lee, 2022] and cross-domain
author profiling [Delmondes Neto and Paraboni, 2021].
The work in Zhao et al. [2022] attempts to mitigate the

lack of knowledge in zero-shot settings by making use of
a data augmentation method. More specifically, input in-
stances are augmented with masked target words, and fed to
an unsupervised contrastive learning module to capture fea-
tures that may transfer across targets. In order to fit a given
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target, raw texts are encoded as target-specific features, and
enhanced features for predicting previously unseen targets
are computed with the aid of an attention mechanism com-
bining both syntactic and target information.
The work in Chunling et al. [2023] introduces ANEK,

an adversarial network enhanced with external knowledge.
ANEK is analogous to previous CKE-NET [Liu et al., 2021]
and BS-RGCN [Luo et al., 2022] in that it also utilises Con-
ceptNet [Speer et al., 2017] as its auxiliary knowledge base,
alongside sentiment knowledge. The adversarial learning
component is based on pre-trained models intended to ac-
quire transferable knowledge from the source targets, which
is expected to generalise over unseen targets.
Unlike previous work in the field, the work in Zhang et al.

[2023] presents a more extreme instance of zero-shot stance
detection in which no training data is required at all. Instead,
the model prompts the ChatGPT conversation agent to la-
bel stances directly, that is, without any previous examples.
Results based on the SemEval-2016 stance corpus [Moham-
mad et al., 2016], and p-stance [Li et al., 2021] are shown to
outperform a number of early stance detection alternatives
such as Bicond [Augenstein et al., 2016] and BERT baseline
systems. The work also points out the explanation abilities
of this approach, and suggests that prompt-based methods
may represent the SOTA for this particular task. Unlike most
zero-shot studies based on VAST (which is unsuitable for in-
domain classification, as discussed above), this is the only
approach that actually compares - and indeed outperforms -
in-domain stance classification based on the SemEval-2016
stance corpus.
Finally, the work in Wen and Hauptmann [2023] imple-

ments zero-shot stance detection as a conditional genera-
tion framework, and formulates the task as denoising from
partially-filled templates. In this approach, a template con-
tains two sentences in the form ‘The target is <target>. The
stance is < stance>’. The target placeholder is filled in by
the application, and the stance placeholder is to be filled in
by the stance detection method as a response. The model
uses BART [Lewis et al., 2020], an encoder-decoder lan-
guage model pretrained with denoising objectives. The re-
sponse (i.e., the value of the stance placeholder) is generated
by the decoder component, which is trained by minimising
the log-likelihood over the whole generated sequence. The
final stance label response is computed with additional post-
processing that attempts to determine the polarity word from
the generated output.

3 Data
The present work is based on the UstanceBR r2 corpus
[Pereira et al., 2023], a collection of 46.8 thousand tweets
in the Portuguese language that have been manually labelled
with binary (for/against) stance information towards six tar-
gets divided into three politically-charged pairs (Brazilian
presidents, Covid-related measures, and local institutions.)
The corpus has been previously assessed in standard in-
domain settings, and will be presently considered in a zero-
shot scenario to be discussed in Section 4.
Descriptive statistics of the data used in the present work

Table 2. Train and test data descriptive statistics.
Train Test

Against For Against For
Lula 4,514 3,806 100 100
Bolsonaro 5,565 3,849 100 100
Hydrox. 3,978 4,017 100 100
Sinovac 4,058 3,915 100 100
Globo TV 3,341 2,672 100 100
Church 3,539 3,598 100 100

are summarised in Table 2. Further details about the Us-
tanceBR r2 corpus, including information on how the data
have been collected, annotated and organised, are described
in Pereira et al. [2023].
The training data to be used in the present work corre-

sponds to the pre-defined train portion of the original corpus,
although only used by our supervised approaches (i.e., using
in-domain or out-of-domain training data) as discussed in the
next sections. The test data, kept the same across all mod-
els, comprises a random selection (100 instances per class)
of the actual test portion of the corpus. This simplification
was motivated by the need to reduce the costs involved in
prompting paid LLM services that are required by some of
the approaches under discussion.

4 Stance detection models

As a means to provide reference results for Portuguese zero-
shot stance detection based on the UstanceBR r2 corpus de-
scribed in the previous section, in what follows we will con-
sider a range of novel and existing approaches to the task.
These include a number of influential models that follow the
definition of zero-shot that became standard in the field - that
is, training the model from a set of labelled stances towards
unseen targets only - and more knowledge-poor alternatives
that require only off-task training data, or which rely upon
more recent prompt engineering methods. In doing so, we
would like to illustrate (i) how the zero-shot strategies com-
pare to in-domain classification, that is, the optimal scenario
in which a corpus of labelled stances towards the intended tar-
get happens to be available for use as training data, and (ii)
which zero-shot strategymay be regarded as a benchmark for
the present dataset.
To investigate question (i) we will compare results ob-

tained by different zero-shot strategies to in-domain classifi-
cation, which is presently intended to represent the possible
upper limit for the task. The in-domain approach is described
in Section 4.1.
To investigate question (ii), we will consider a number

of zero-shot strategies that adapt existing work devoted to
the English language to the Portuguese setting provided by
the UstanceBR r2 corpus, and which differ from each other
in the nature of the training method and data (if any) to be
taken into account. More specifically, our zero-shot models
are divided into three categories: first, as in the more tradi-
tional zero-shot definition, Section 4.2 describes a number
of influential models that are trained from a set of labelled
stances towards unseen targets, that is, using out-of-domain
training data. Next, section 4.3 relaxes this requirement by
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Figure 1. BertAttn architecture, adapted from Pavan et al. [2020].

introducing a novel zero-shot approach that makes use of
off-task (that is, non-stance) labelled data instead. Finally,
Section 4.4 describes a number of zero-shot models that do
not require any training data at all, resorting instead to LLM
prompting.
The models under consideration are summarised in Table

3, and discussed individually in the next sections. Models
marked as ‘*’ have been adapted from previous work to the
Portuguese language and updated with a BERT layer instead
of their original static embedding representations.

4.1 In-domain stance detection

In-domain settings - i.e., when a corpus of labelled instances
towards the intended target is available for use as training
data - are arguably the optimal scenario for stance detec-
tion, to the point where one may even ask whether less
knowledge-intensive (e.g., zero-shot) methods may outper-
form in-domain classification at all. In fact, as discussed in
the previous section, the comparison with in-domain stance
detection is, in many cases, not even addressed in the evalu-
ation of existing zero-shot models, and some datasets - most
notably VAST [Allaway and McKeown, 2020] - arguably do

not pay regard to in-domain stance detection.
As a means to contemplate a robust instance of in-domain

classification in the present setting, we envisaged one such
model, hereby called BertAttn, which has been previously
shown to obtain high accuracy for the task and corpus at hand
in in-domain settings [Pavan et al., 2020]. The model con-
sists of an adaptation of the bi-directional long short-term
memory (BiLSTM) network with multi-head self-attention
mechanism introduced in Pavan et al. [2020], presently using
BERTabaporu [da Costa et al., 2023] for text representation.
This consists of a 128-256 embeddings layer followed by a re-
current layer with 16-128 LSTMunits, attentionmodel depth
of 8 or 32, and 2 or 4 attention heads. The actual configura-
tion for each task is determined by grid search. The model
architecture is illustrated in Figure 1. For further details we
refer to Pavan et al. [2020].

4.2 Zero-shot stance detection trained from
out-of-domain labelled data

As discussed in Section 2, in much of the existing work in
the field, zero-shot stance detection amounts to using out-
of-domain (ood) labelled data for training purposes, that is,
using data that has been labelled with stance information to-
wards unseen targets only.
Zero-shot stance detection based on out-of-domain train-

ing data has been shown to obtain SOTA results, as docu-
mented in a wide range of studies devoted to the English lan-
guage (e.g., Allaway and McKeown [2020]; Allaway et al.
[2021]; Liu et al. [2021]; Luo et al. [2022]; Liang et al.
[2022]; Zhao et al. [2022]; Chunling et al. [2023]; Wen and
Hauptmann [2023]). However, we notice that adapting some
of these systems to Portuguese stance detection may not be
straightforward as many rely on language-specific resources
currently unavailable for Portuguese1. This includes, for in-
stance, the use of ConceptNet [Speer et al., 2017], which
plays a central role in Liu et al. [2021], Luo et al. [2022] and
Chunling et al. [2023], text entailment relations in Xu et al.
[2022], and the assumption that a large number of topics is
available for the purpose of topic generalisation in Allaway
and McKeown [2020]; Allaway et al. [2021], and others.
Bearing these difficulties in mind, we selected five mod-

els that are not overly reliant on language-specific resources,
and which are often regarded as strong baseline systems
for zero-shot stance detection based on out-of-domain la-
belled data. The present models, hereby called BertBiCond,
BertCrossNet, BertAttn, BertJointAttn, and BertAAD, are up-
dated versions of existing work in the field in which the
original embedding layer has been replaced by a Portuguese
BERT representation trained on a 237-million tweet corpus
in the Brazilian Portuguese language as described in da Costa
et al. [2023]. These models are summarised as follows.

• BertBiCond adapts the BiCond model in Augenstein
et al. [2016] by replacing the original static embedding
layer (originally computed using word2vec [Mikolov
et al., 2013]) for Portuguese BERTabaporu [da Costa
et al., 2023]. As pointed out in Allaway and McKeown

1For additional discussion on the reproducibility of existing stance de-
tection models, see de Sousa and Becker [2023].
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Table 3. Portuguese stance detection models.
Training Model Method

in-domain BertAttn [Pavan et al., 2020] BERT + BiLSTM

out-of-domain

BertAttn [Pavan et al., 2020] BERT + BiLSTM
BertJointAttn BERT + BiLSTM
BertCrossNet [Xu et al., 2018]*
BertBiCond [Augenstein et al., 2016]*
BertAAD [Pavan and Paraboni, 2022] BERT + GAN

off-task GovBR TF-IDF + logreg

none
LLaMa prompt-based
ChatGPT prompt-based
GPT-4 prompt-based

[2020], the original approach has been regarded as the
SOTA for tweet stance classification in the English
language.

• BertCrossNet adapts the CrossNet model described
in Xu et al. [2018], in which the original GloVe
embedding layer [Pennington et al., 2014] has been
replaced once again for BERTabaporu [da Costa et al.,
2023].

• BertAttn is the multi-head attention architecture in
Pavan et al. [2020], already used in our namesake
in-domain baseline described in the previous section,
but presently trained on out-of-domain data, that is, in
standard zero-shot fashion.

• BertJointAttn is a target-aware version of BertAttn that
encodes the target as an embedding vector represented
by an additional BiLSTM layer, and then taken as
an input to the multi-head attention layer. The joint
embedding representation (i.e., text and target BiLSTM
layers) is inspired by the use of target embeddings in
Xu et al. [2018], and it is intended to provide contextual
information to help disambiguate between targets in
cross-target settings.

• BertAAD is an update from the adversarial discrimi-
native domain adaptation (ADDA) sentiment analysis
method originally introduced in Ryu and Lee [2022],
and which was adapted to cross-target stance classifi-
cation in Pavan and Paraboni [2022] using a prelimi-
nary version of the present dataset. The current model
consists of a BERT model that has been fine-tuned for
stance classification, and subsequently combined with
ADDA [Tzeng et al., 2017] and knowledge distillation
[Hinton et al., 2015].

4.3 Zero-shot stance detection trained from
off-task labelled data

As an alternative to using out-of-domain labelled stances for
training as discussed in the previous section, in what follows
we introduce a novel approach to the task that considers the
use of off-task information instead, that is, without any re-
liance on a stance corpus at all. This approach is motivated
by the assumption that social media polarised discourse may
correlate with a number of politically-charged targets (includ-
ing those modelled in our present dataset). For instance, sup-
porters of a particular left/right political party may hold rea-
sonably consistent stance towards certain polarised subjects
such as abortion legislation, drug control, etc. Thus, under
this assumption, labelled data related to some other (i.e., non-
stance) task may be used as a substitute for a labelled stance
corpus, therefore implementing zero-shot stance classifica-
tion in a distantly supervised fashion.
As a means to illustrate the use of off-task information, we

consider a stance detection model called GovBR. The model
is named after the corpus in da Silva and Paraboni [2023],
a large database of Twitter timelines (i.e., collections of so-
cialmedia text publications) produced by both opponents and
supporters of the former Brazilian government. The GovBR
corpus was originally intended as train data for the task of
author profiling for political orientation, that is, deciding
whether a social media user is a supporter or an opponent
to the government regardless of the actual topics under dis-
cussion. The corpus is labelled at the user (or timeline) level
only, with information regarding the left/right political orien-
tation of each individual determined by their use of carefully
selected hashtags (e.g., ‘#EleNão’ or ‘#NotHim’ as a popular
hashtag against the former president.) Most timeline publica-
tions are nevertheless largely unrelated to politics, compris-
ing 13.5 million tweets written by 5452 unique users.
As training data to the GovBR model, we used a number

of keywords to select tweets that are more likely to mention
each of the targets in our stance detection corpus. These are
summarised in Table 4 alongside the number of instances for
each target.
By taking this off-task (that is, author profiling) corpus
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Table 4. Number of tweets written by government supporters and opponents using selected keywords.
Target Keywords Government support Government opposition
Lula lula 96,387 122,397
Bolsonaro bolsonaro, bozo (derogatory) 334,141 284,089
Hydrox. cloroquina 24,445 18,881
Sinovac coronavac,sinovac,vacina,vachina 10,388 7,616
Globo TV globo 67,991 40,632
Church igreja (church) 7,796 12,160

as training data for stance detection, GovBR aims to use po-
litical orientation information of Twitter users as a proxy to
stance towards a particular target. However, this should not
be confused with the use of out-of-domain training data in
standard zero-shot stance detection discussed in the previous
section. In particular, we notice that the standard (i.e., cross-
target) approach uses as training data a set of labelled stances
towards unseen targets, whereas the present approach does
not take any kind of stance data at all (be it towards the in-
tended target or towards any other.)
In addition to that, we notice that many texts containing a

particular keyword (e.g., ‘church’) are factual, that is, they
do not convey any particular stance towards that target (e.g.,
‘That church square is poorly lit’ does not convey a stance
towards the church as an institution). In other words, the
selected text simply inherits the (supporter/opponent) politi-
cal orientation label assigned to its author, but this label does
not represent a stance towards the target ‘church’. Moreover,
some messages may even be off-target , as in, e.g., ‘I believe
the globe (globo, in Portuguese) is flat’, which does not refer
to the Globo TV network at all.
Although these examples may in principle suggest that us-

ing GovBR author profiling data may be unhelpful for zero-
shot stance detection, we assume that the sheer number of
unlabelled training samples available (in some cases several
times larger than the UstanceBR corpus training dataset), and
at a very low cost, may overcome some of these difficulties,
and that the effect of political alignment will still manifest
some level of positive or negative correlation with the tar-
get. Thus, for instance, the use of the keyword ‘church’ by
supporters of the former (conservative) government may be
more likely to include (unlabelled) stances in favour of the
church than against it, whereas the use of the keyword ‘vacci-
nation’ by the same individualsmay bemore likely to include
stances in favour of Hydroxichloroquine (as an alternative
treatment for Covid-19) than a stance against it.
Using as training data only the selected portions of the

GovBR corpus that are deemed relevant for each target, we
envisaged a simple method based on logistic regression clas-
sifier over Tf-Idf counts. This uses balanced class weights,
tol=0.0001, L2 penalty, a maximum of 150 iterations and
lbfgs solver.

4.4 Zero-shot stance detection without train-
ing data

The rise of large language models (LLMs) has presented a
wide range of novel opportunities for zero-shot stance detec-
tion in which the lack of task-specific training data is miti-
gated by querying the much larger knowledge base encoded

by the LLM through prompt-based methods. More impor-
tantly, initial results for the SemEval stance corpus using
ChatGPT in Zhang et al. [2023] suggest that prompt-based
stance detection may outperform existing zero-shot methods
trained on out-of-domain data, possibly representing the lat-
est SOTA in the field.
Based on these observations, we presently consider three

prompt-based methods for zero-shot stance detection in Por-
tuguese. These models, hereby called ChatGPT , LLaMa,
and GPT-4 after their underlying language models, are de-
scribed individually as follows.
As a means to assess whether a typical end user may per-

form stance detection simply by asking direct questions to
a LLM-powered chatbot, we envisaged a baseline method -
hereby calledChatGPT - that takes a prompt-based approach
not unlike Zhang et al. [2023]. In this approach, the name-
sake chatbot tool receives instructions to evaluate a stance as
either for or against a particular target.
We used a (Portuguese) prompt in the form ‘Does

the phrase <tweet> reflect positively or negatively upon
<target>?’, in which both tweet and targets are taken from
the test instances in the UstanceBR corpus. Prompts were
submitted to ChatGPT March 2023 version, and responses
that were not positive or negative were assigned a random
positive/negative label. These included both responses that
were deemed neutral or ambivalent, as well as those that
somewhat evaded the question.
As an alternative to the direct query method, we also con-

sider twomore elaborate strategies based on LLM-prompting
for stance detection. These strategies - hereby called LLaMa
and GPT-4 - differ from each other mainly in their underly-
ing languagemodel, but they do use slightlymodified prompt
versions obtained after a number of trials (presently omitted
for brevity.) This was necessary due to variations in the way
each model interprets the input instruction, and in the way
responses are produced.
The LLaMa approach uses Alpaca2, a fine-tuned version

of the LLaMa language model described in Touvron et al.
[2023]. The actual prompt used for inference and evaluation
is as follows.

2https://crfm.stanford.edu/2023/03/13/alpaca.html

https://crfm.stanford.edu/2023/03/13/alpaca.html


A benchmark for Portuguese zero-shot stance detection Pavan & Paraboni 2024

Below is an instruction that describes a task, paired with an
input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
Stance is the attitude of the author of a text towards a given
target. Read the following text and give a score between 0 and
10 where 0 means that the text is totally against of the target
and 10 means the text is totally in favour of the target, in the
format ‘x/10’

### Input:
Text: {text}
Target: {target}

### Response:

When using the prompt above, the tokens ”{text}” and
”{target}” are replaced by the corresponding values that are
required for inference. As a means to enforce greater con-
sistency, model temperature is set to zero, and the prompt
specifies that the response should be provided as a numeric
value between 0 and 10. However, as it is often the case with
LLMs, there is still considerable variability in the response
contents and format. For that reason, a post-processing func-
tion was created using the regular expressions ”([0-9]+)(/[0-
9]+)*” to search for the response pattern. This is then con-
verted to a decimal number to be taken as the prediction
score.
Similarly, our GPT-4 approach uses GPT-4-03143 as the

underlying LLM, and a slightly modified prompt as follows:
# Introduction
You are an expert professional assistant with over 30 years
of experience in the job. You specialised in reading and
identifying stances in texts in relation to a given target. Below
is a text and a target of interest.

#Main Task
Read the text below and identify what is the stance of the text
with relation to the specified target. The rest of this prompt
contains further instructions on this task.

# Stance
Generate a score that represents the stance such that:
1. Stance is the attitude of the author of a text towards a given
target
2. In this scenario, a stance can be in favour or against the
target.
3. Your task is to identify the stance of the author of the text in
relation to the specified target.
4. Your response should be a score between 0 and 10 where 0
means that the text is totally against the target and 10 means
the text is totally in favour of the target, in the format ‘x/10’

<|endofprompt|>

Target:
$Target

Text:
$Text

Possible answer:

At inference time, the tokens ”$Target” and ”$Text” are re-
placed by the respective values. The generated output is post-
processed using the same regular-expression based function
used in the above LLaMa approach.

3https://openai.com/gpt-4

5 Results
Table 5 summarises F1 score test results obtained by the ten
models under discussion across the six targets available from
the UstanceBR corpus. The best zero-shot results for each
target (that is, disregarding the in-domain approach results
on the top row of the table) are highlighted.
Results in Table 5 show thatGPT-4 is the overall best strat-

egy, in most cases surpassing even in-domain classification.
More generally, both GPT-4 and the other prompt-based
models LLaMa and ChatGPT outperform the standard out-
of-domain alternatives that have dominated the field. This
outcome confirms the recent advances in LLMs and prompt
engineering for NLP tasks and, particularly in the case of the
present GPT-4 model, sets a considerably high benchmark
for stance detection.
Leaving aside the comparison between the standard out-

of-domain approach versus prompt engineering, a remark-
able outcome is the results obtained by the use of off-task po-
litically aligned information represented by distant labelled
data inGovBR, which fares considerably above all the out-of-
domain options. This model, which relies on a simplistic lin-
ear method and bag-of-words text representation, is second
only to the prompt-based models based on large (and costly)
language models, an outcome that suggests opportunities for
further improvement.
Finally, the observation that some zero-shot methods out-

perform even in-domain classification may seem in principle
counter-intuitive. Upon close inspection, however, we no-
tice that the corpus includes a certain number of annotation
errors. These errors, which are perhaps intrinsic to human an-
notated data, are obviously a source of noise for methods that
rely on training data, including both in- and out-of-domain
models. Prompt-based methods, by contrast, do not use the
annotated corpus at all, and are therefore immune from this
kind of noise.

6 Final remarks
This article presented a number of Portuguese stance detec-
tion models adapted from existing work in zero-shot with
SOTA results for the English language, and novel meth-
ods based on social media politically aligned data and LLM
prompt engineering. The models under evaluation cover dif-
ferent uses of labelled data, ranging from standard out-of-
domain approaches to the use of off-task information and no
labelled stance data at all.
All models were tested on a large corpus of social media

data in Portuguese, whose results present evidence of the su-
periority of recent prompt-basedmodels over the alternatives.
This is particularly compelling in the case of GTP-4 prompt-
ing, which outperforms even in-domain classification.
Perhaps more surprisingly, however, the use of off-task po-

litically aligned discourse information in GovBR turned out
to produce competitive results if compared to the more ro-
bust LLM-base strategies, and for a fraction of their compu-
tational costs.
As future work, we intend to improve the present GovBR

approach by using more sophisticated learning methods and

https://openai.com/gpt-4
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Table 5. F1 results across training strategies, models and test targets.
Training Model Lula Bolsonaro Hydrox. Sinovac Globo TV Church Overall

in-domain BertAttn 0.87 0.82 0.95 0.79 0.93 0.86 0.87

out-of-domain

BertAttn 0.58 0.54 0.51 0.49 0.59 0.29 0.50
BertJointAttn 0.50 0.51 0.41 0.59 0.49 0.33 0.47
BertCrossNet 0.36 0.33 0.38 0.42 0.43 0.44 0.39
BertBiCond 0.47 0.42 0.60 0.44 0.41 0.52 0.47
BertAAD 0.55 0.38 0.53 0.43 0.46 0.39 0.45

off-task GovBR 0.82 0.65 0.76 0.72 0.65 0.56 0.69

none
LLaMa 0.74 0.52 0.69 0.45 0.70 0.34 0.57
ChatGPT 0.84 0.69 0.82 0.76 0.81 0.77 0.78
GPT-4 0.93 0.87 0.81 0.88 0.93 0.92 0.89

text representations, and investigate whether the off-task ap-
proach may obtain results on a par with LLM-based strate-
gies. Moreover, we intend to add further models to the cur-
rent set, and consider using a translated version of the current
corpus, which would allows us to exploit a wider range of re-
sources only available for the English language while still
presenting results that could be compared against the present
experiments.
Finally, yet another avenue of research is the evaluation of

GovBR in other datasets and domains, possibly extending the
use of off-task politically aligned information to languages
other than Portuguese as a means to assess its generalisation
capabilities.
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