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Abstract Understanding why a trained machine learning model makes some decisions is paramount to trusting the
model and applying its recommendations in real-world applications. In this article, we present the design and de-
velopment of an interactive and visual approach to support the use, interpretation and refinement of ML models,
whose development was guided by user’s needs. We also present Explain-ML, an interactive tool that implements
a visualmulti-perspective approach to the support interpretation of MLmodels. Explain-ML development followed
a Human-Centered Machine Learning strategy guided by the target (knowledgeable) users’ demands, resulting in
a multi-perspective approach in which interpretability is supported by a set of complementary visualizations un-
der several perspectives (e.g., global and local). We performed a qualitative evaluation of the tool´s approach to
interpretation with a group of target users, focused on their perspective regarding Explain-ML helpfulness and use-
fulness in comprehending the outcomes of ML models. The evaluation also explored users’ capability in applying
the knowledge obtained from the tool’s explanations for adapting/improving the current models. Results show that
Explain-ML provides a broad account of the model’s execution (including historical), offering users an ample and
flexible exploration space to make different decisions and conduct distinct analyses. Users stated the tool was very
useful and that they would be interested in using it in their daily activities.
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1 Introduction
Machine learning (ML)models have been widely used nowa-
days, though mostly as “magic black boxes”. They are
applied in many different domains, with multiple and dis-
tinct objectives (predictive, analytical, etc) – but the way
they generate their results is far from being well understood,
specially by the average or final user [Ramos et al., 2019].
This understanding directly impacts the reliability of mod-
els and their predictions, particularly when they are used
for making decisions that impact human life in domains
such as medical and biomedical, healthcare, cybersecurity,
finances, law, crime/terrorism prevention, recommender sys-
tems, credit analysis, fraud detection and anomaly detection
[Caruana et al., 2015; Linardatos et al., 2021; Choung et al.,
2023; Nakao et al., 2023; Yang et al., 2023]. In general,
models are evaluated through a single performance metric
(e.g., accuracy) on standard benchmarks. But real-world data
may show variations or have particular and very specific
idiosyncrasies that affect model behavior and performance
[Ribeiro et al., 2016]. In this context, providing explana-
tions for model predictions favors users’ interpretability and
acceptance [Tolomei et al., 2017], which is aligned with the
field of eXplainable Artificial Intelligence (XAI)[Linardatos
et al., 2021; Rong et al., 2022; Schneider, 2024; Longo et al.,
2024].
Interpretable explanations can be used to understand how

the model itself makes decisions to generate its results. In-
creasingly, users and businesses that employ ML models are

expressing the need to understand how those models gen-
erate their predictions. If users do not trust a model or its
predictions, it is likely that they will have caveats in using
them. Moreover, the need for model interpretability meets
the demand for transparency advocated by various interna-
tional and national government institutions. The European
Parliament, for example, has adopted the General Data Pro-
tection Regulation (GDPR) which became law in May 2018
[Goodman and Flaxman, 2017; Shneiderman, 2020]. It de-
fends the right of users to have access to an explanation of the
logic involved in automated decision-making systems, many
of which use ML techniques [Guidotti et al., 2018b]. The
explanation behind a prediction can also help to refine the
model in order to improve it because it can be used as feed-
back to the model itself regarding why it hit or missed a re-
sult. Thus, the lack of these explanations can be related to
practical and ethical issues [Guidotti et al., 2018b].
We highlight that the concepts of interpretability and ex-

plainability have been broadly used, but not always consis-
tently. In some works, authors make an explicit distinc-
tion between them1, whereas in others, these concepts are
used interchangeably and sometimes even considered syn-
onymous [Mohseni et al., 2021; Vilone and Longo, 2021;
Zhou et al., 2021; Cao et al., 2024]. In this paper, we will
use interpretability and explainability as synonymous, as

1Mohseni et al. (2021) define interpretability as the ability to support
users in understanding the model decision making process and predictions;
and explainability as the ability to explain the underlying model and its rea-
soning with accurate and user comprehensible explanations.
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the ability to explain or present the results of ML mod-
els by means of elements understandable by a human
being [Guidotti et al., 2018a] such as terms, image frag-
ments, graphics and visualizations [Doshi-Velez and Kim,
2017; Guidotti et al., 2018b; Hall and Gill, 2018].
Accordingly, several efforts have been devoted to the prob-

lem of explaining ML-based decision models [Linardatos
et al., 2021]. Some works have focused on models that
are more explainable or understandable to the user [Caru-
ana et al., 2015; Lakkaraju et al., 2017; Guidotti et al.,
2018b]. Other approaches focus on explaining ML models
as black boxes in a model-agnostic way [Ribeiro et al., 2016;
Kononenko et al., 2010; Turner, 2016; Ribeiro et al., 2018;
Lundberg and Lee, 2017; Ming et al., 2019; Vidovic et al.,
2016; Guidotti et al., 2018a; Erik and Kononenko, 2010;
Guidotti et al., 2018b; Singh et al., 2016]. All of these efforts
are related to the need to make models more understandable
and reliable.
Nevertheless, the explicit needs of users of ML systems,

being them ML specialists or end-users that only consume
the output of the system, concerning interpretability and
decision-making aids, have rarely been considered while de-
signing the solutions. Consequently, there is a lack of works
focused on the intersection between user demands and ML
systems. This intersection has recently fostered the Human-
Centered Machine Learning (HCML) area, which advocates
that ML research and systems should be considered from
a more human-centered perspective. HCML aims to be an
interdisciplinary area that brings together the perspectives
of HCI (Human-Computer Interaction) and ML (Machine
Learning) [Ramos et al., 2019; Gillies et al., 2016; Dud-
ley and Kristensson, 2018], and presents several challenges
[Capel and Brereton, 2023].
In this work, we present an HCML design process to de-

fine an interpretability approach to support users in better
comprehending the ML model results and thus being able
to improve or adjust the model. Our focus was on assisting
knowledgeable users, i.e. users that have some knowledge
of ML models, acquired by having employed ML models in
the past in some application. As a proof-of-concept, based
on this approach, a version of Explain-ML instantiated with
Random Forests (as ML model) applied to automatic text
classification (as ML task) consolidated approach was im-
plemented. Finally, a qualitative study was conducted with
a group of six target users using the implemented version
of Explain-ML. The results show that users found the tool
helpful and useful in understanding the outcomes of the ML
models and in using this information to decide strategies to
be adopted to improve the model.
Briefly, the main contributions of the work are:

1. The design and development of an interactive and vi-
sual approach to support the use, interpretation and
refinement of ML models and can be useful to other
researchers/developers interested in explainability sys-
tems who can build on them to generate new systems or
evaluate existing systems;

2. The tool that implements the proposed multi-
perspective approach that can be applied to many
known ML models and has epistemic potential;

3. A qualitative evaluation of the tool with a group of tar-
get users, which allowed collecting indicators relating
to the support offered by the tool in defining the RF
model, providing users with a broad exploration space
for interpretability questions that can be flexibly ex-
ploited considering the users’ own goals, background
and expectations.

This article is structured as follows: Section 2 covers re-
lated work and discusses the concepts related to this work.
Section 3 describes how the requirements gathering and de-
sign process were carried out. Section 4 introduces the pro-
posed approach. Section 5 introduces the Explain-ML tool,
that implements the proposed approach. Section 6 presents
details on the user study conducted to evaluate the proposed
approach, followed by a discussion on the results (Section
7). Finally, Section 8 presents our final considerations and
future works.

2 Related work
In this section we present concepts that support this work.
We address the context of interpretability of ML models, ex-
isting approaches forMLmodel building, and theHCMLand
Interactive Machine Learning (IML) Systems Design.

2.1 Interpretability approaches
According to Guidotti et al. [2018b], in the context of in-
terpretability of ML models, there are two main scopes of
work: (i) Transparent Box Design: focused on the prob-
lem of developing interpretable and transparentmodels along
with their predictions; and (ii) Black Box Explanation (also
called Post-Hoc [Linardatos et al., 2021]): focused on ex-
plaining how the model generates its results, considering it
as a black box. The latter can be further broken down into
three other scopes of work: (ii.1) Model Explanation: aims
at providing a global explanation of the black box model;
(ii.2)Outcome explanation: based on an input instance and a
model, aims at presenting an explanation for the model out-
come on specific instances; (ii.3) Model inspection: aims at
providing visual or textual representations to help in the un-
derstanding of the black box model and its predictions.
Our approach focuses on the Black Box Explanation,

more specifically, on Outcome explanation and Model In-
spection. Specifically concerning Model Inspection, [Tam-
agnini et al., 2017] highlighted the differences among ap-
proaches, considering the following activities: inspection of
models that perform multi-classification; prediction inspec-
tion of a given instance within its space; approaches that al-
low the active participation of the user who interacts with
some visual interface and provides feedback to adjust the
model; use of the importance of features as an inspection
tool.
The last three aforementioned activities are covered in the

approach proposed by this paper. Our approach addresses
several elements, such as terms, graphics and visualizations
for the interpretability of the results.
The outcome explanation approachs focuses on provid-

ing an explanation for the Black Box outcome of a single in-
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stance. The overall and internal logic of the MLModel is not
the concern in this case. Several approaches explain specific
types of models such as Deep Neural Network, SVM, Non-
Linear Models and Tree Ensemble. Others, are model agnos-
tic so they can be applied with any ML model [Ribeiro et al.,
2016; Erik and Kononenko, 2010; Guidotti et al., 2018a,b;
Ribeiro et al., 2018; Lundberg and Lee, 2017; Turner, 2016;
Singh et al., 2016; Vidovic et al., 2016; Ming et al., 2019].
The approach proposed in this paper is also agnostic (in-

dependent of models), since the visualizations of the aspects
that involve the explanations mostly apply to several other
models (e.g., database statistics, effectiveness metrics, im-
portance of features for the model and instances, confusion
matrix, etc.). However, different from the others, it has an
advantage related to its ease of use, since it does not require
the user to perform source code manipulations. The manipu-
lation and interpretation of the ML models are all performed
through the interaction with Explain-ML visualizations and
model/executions tuning controls, in a stepwise guided man-
ner.
Still in the scope of the Black Box explanation,model in-

spection approaches are dedicated to providing representa-
tions to understand the behavior of ML models. The rep-
resentations aim to help users in understanding why the
model “prefers” a certain outcome (e.g., class) in detriment
to others. Some available approaches to Model Inspection
are focused on specific models. Others, are model-agnostic
[Cortez and Embrechts, 2011; Hooker, 2004; Goldstein et al.,
2015; Krause et al., 2016b,a; Guidotti et al., 2018b; Adebayo
and Kagal, 2016; Adler et al., 2018; Zhang et al., 2019].
Most of these approaches are evaluated on an available

tabular database, with low dimensionality. Our approach
supports text databases, with high dimensionality and pro-
vides different (complementary) visualizations, besides of-
fering interactive support to build and adjust models based
on the understanding of the explanations.

2.2 Overall View of Black Box Explanation
Approaches

Several efforts have been devoted to the problem of explain-
ing ML-based decision models [Linardatos et al., 2021]. Ta-
ble 1 presents a summarized classification of existing ap-
proaches mentioned in the literature that provide a Black Box
Explanation. The dimensions used to characterize each ap-
proach include the three Black Box Explanation scopes of
work: outcome explanation, model inspection, and model
building, as well as dimensions based on those discussed by
Guidotti et al. (2018b). We have also included in the last line
of the Table 1, the system proposed in this paper – Explain-
ML, in order to compare it with the others.
Our goal here is not present an extensive literature review

of interpretability approaches or Interactive Machine Learn-
ing systems, which has already been done in [Dudley and
Kristensson, 2018; Guidotti et al., 2018b; Linardatos et al.,
2021] and in [Wondimu et al., 2022; Mosqueira-Rey et al.,
2022; Rong et al., 2022; Capel and Brereton, 2023; Cao et al.,
2024; Schneider, 2024; Yang et al., 2023]. Our focus here is
on contrasting Explain-MLwith other existing approaches re-
garding their scope in addition to the other dimensions listed

in the table.
Summarizing, most approaches available in the literature

focus on a specific point in the life cycle of a machine learn-
ing model: building, debugging or interpreting. Particularly,
considering the target user, tools such as [Berthold et al.,
2009], which aim at the process workflow, are broad and
demand a high specialized knowledge to put resources into
practice. Themultiperspective characteristic of our proposed
approach favors the interpretation of models that deal with
text bases, with high dimensionality. Several approaches,
such as those based on matrix metaphors or feature distribu-
tion [Zhao et al., 2019; Linardatos et al., 2021; Ming et al.,
2019; Zhang et al., 2019], for example, have their under-
standability compromised if applied to datasets with high di-
mensionality, which is our current focus.

2.3 Approaches for ML model building

In most cases, building ML models is a task assigned to spe-
cialized users (e.g., data scientists) who are familiar withMa-
chine Learning. This task usually requires some amount of
coding. In this scope of work, the authors of [Han et al.,
2016] propose a visual approach to assist users in inspecting
and interacting with co-training, a semi-supervised learning
method. Their approach, however, is not model-agnostic,
focusing on co-training with linear SVM models. The ap-
proach was evaluated on an automatic text classification task
with participants in an online recruitment system.
In [Demiralp, 2016], an interactive tool - Clustrophile, is

presented with visualizations to help analysts in running clus-
tering methods. In [Smilkov et al., 2016], the authors dis-
cuss an interactive open source visualization tool - Tensor-
Flow Playground, specific for neural networks, that allows
users to directly manipulate themodel with no coding on four
datasets. The tool only mentions general characteristics of
the dataset related to the distribution of data and not to the
nature of the data. No formal user evaluation is performed
in either.
The authors of [Wang et al., 2019] propose an interactive

visualization tool - ATMSeer to assist users in performing
automated machine learning methods, including tasks such
as selecting machine learning algorithms and tuning hyper-
parameters. ATMSeer was evaluated through a case study
with experts and end users. Although the tool presents visu-
alizations to analyze the search models and refine the search
space, it was not designed to have the interpretability of the
generated models as a main goal, focusing on the selection
of the best models.

2.4 Interactive and Human-Centered Ma-
chine Learning

ML models have been extensively utilized in different do-
mains, however their use remains more restricted to users
familiar with such context or experts. There is a gap in ap-
proaches that provide functionality without explicit program-
ming. Recently, interest in ML has grown considerably, and
thus, the demand for systems that allow non-expert users to
better apply and understand these techniques.
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Table 1. Dimensions used to describe existing systems. Name: model name given by authors; Reference: reference number as listed
in the References section;Year: publication year (of first paper);Model Agnostic: the proposed approach is model agnostic, e.g., works
with any ML model; Dataset: tab- Tabular, txt- Text, any - Any type of data; Scope of work: scope of work addressed by the approach.
OE - Outcome Explanation Problem, MI -Model Inspection Problem, MB -Model Building; Interactive: the approach is interactive;MI
- without Programming: the approach does not requires explicit programming for model interpretation; MB - without Programming:
the approach does not requires explicit programming for model building and/or control; Visualizations perspective: the approach presents
visualizations (when it does) that convey aspects related to instance-specific information (L-Local), the overall model (G-Global) and the
training set (D-Dataset); HC Development: the development approach was accomplished with the explicit participation of users; HC
Evaluation: a formal evaluation or case study was performed with users on the approach.
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VIN [Hooker, 2004] 2004 x tab MI g

VEC
[Cortez and Em-
brechts, 2011] 2011 x tab MI l,g

–
[Erik and
Kononenko, 2010] 2010 x tab OE l

ICE
[Goldstein et al.,
2015] 2015 x tab MI l,g

MFI
[Vidovic et al.,
2016] 2016 x tab OE l,g

MES [Turner, 2016] 2016 x any OE l

Lime
[Ribeiro et al.,
2016] 2016 x any OE l x

– [Singh et al., 2016] 2016 x tab OE –

Prospector
[Krause et al.,
2016b,a] 2016 x tab MI x l,g x

OPIA
[Adebayo and Ka-
gal, 2016] 2016 x tab MI –

– [Han et al., 2016] 2016 txt MB x x l x
Clustrophile [Demiralp, 2016] 2016 tab MB x x l,g

TensorFlow Playground
[Smilkov et al.,
2016] 2016 – MB x x g

SHAP
[Lundberg and Lee,
2017] 2017 x any OE l x

Anchors
[Ribeiro et al.,
2018] 2018 x any OE l x

LORE
[Guidotti et al.,
2018a] 2018 x tab OE l

BlackBoxAuditing [Adler et al., 2018] 2018 x tab MI g

–
[Krause et al.,
2018] 2018 tab MI x l,g x

ATMSeer [Wang et al., 2019] 2019 tab MB x x g x x
Manifold [Zhang et al., 2019] 2019 x tab MI x g
RuleMatrix [Ming et al., 2019] 2019 x tab MI,OE x l,g x
IForest [Zhao et al., 2019] 2019 tab OE x l,d x

Explainable Matrix
[Neto and
Paulovich, 2021] 2021 tab MI, OE g,l x

Explain-ML 2021 x txt MI, OE, MB x x x l,g,d x x

Interactive Machine Learning (IML) is directly related to
human-computer interaction as it puts human interactions in
perspective. It was introduced by Fails and Olsen Jr. (2003).
It treats the model training process as an HCI task, receiv-
ing users input in the example selection, creation and label-
ing process [Fails and Olsen Jr, 2003]. A user more familiar

withMLmodels may be required for themodel’s deployment
but is not essential in the training process. It differs from
classical ML in that it considers user participation through
an iterative process of changing and revising the model dur-
ing its training, and these modifications may be small. In
more traditional ML, the user usually performs a wholesale
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pre-selection of training data and significantly changes ev-
ery model execution [Dudley and Kristensson, 2018; Fails
and Olsen Jr, 2003].
As mentioned before, the Human-Centered Machine

Learning (HCML) research area has recently emerged based
on an identified lack of consideration of the explicit needs of
users concerning interpretability and decision-making aids,
from a more human-centered perspective [Ramos et al.,
2019; Gillies et al., 2016; Fiebrink and Gillies, 2018; Capel
and Brereton, 2023]. The approach proposed in this paper is
in line with the HCML and IML areas. The approach was de-
veloped and evaluated considering human-centered perspec-
tive, and offers functionalities that support tasks under the
IML paradigm.

3 The Human-Centered Design Pro-
cess Conducted

In order to propose an ML explainability tool, we conducted
an interactive design process that allowed us to take into ac-
count users’ views and perspectives on which aspects would
be relevant in such a tool. In Figure 1, we represent our de-
sign process based on the simple lifecycle model for interac-
tion design proposed by [Preece et al., 2023] based on prin-
ciples of people-centered design by indicating for 2 iterative
cycles the steps taken for each design activity. Our first step
was to interview target users, and identify factors that were
deemed relevant to participants’ experiences and design re-
quirements for an ML explainability tool. We then generated
a persona that represented our primary user [Nielsen, 2013],
and scenarios that described our understanding of how they
would use the system [Carroll, 2000]. Next, we developed
a low-fidelity prototype to represent our solution based on
those requirements and conducted an evaluation with other
target users. As a result, we were able to fine-tune our under-
standing of users requirements and generate: (1) a workflow
model for an agnostic approach for an interactive system to
support the life-cycle of an ML model; (2) a tool based on
this model that would allow us to collect indicators about its
usefulness. In this section, we briefly describe the main steps
in the developing stage of our user-centered approach.
The target users of our work are knowledgeable users, i.e.

those who are familiar with ML models by having learned
and used MLmodels in the past (e.g., through a course). Our
definition is similar to that of the data expert category pro-
posed by [Mohseni et al., 2021]. Accordingly, our target user
refers to end-users who use AI products in daily tasks and
have some expertise with ML systems such as data scientists
and domain experts who use Machine Learning for analysis,
decision-making, or research.
In this subsection, we briefly describe the steps conducted

in our first design cycle in our human-centered design pro-
cess2

2A more detailed description can be found in [Lopes et al., 2021] and
[Lopes et al., 2022].

3.1 Initial Requirements
In order to elicit our initial requirements for an explicability
tool, we conducted semi-structured interviews [Lazar et al.,
2017] with target users in order to better understand the pro-
cess followed by them (e.g., pre-processing, parameter tun-
ing, result analysis) while employing ML models in their ap-
plications. The interviews were conducted between July 21
and September 12, 2018, via video conference and included
7 participants. The participants were all male and Computer
Science graduate students. All of them had experience with
Machine Learning and used ML models on a daily basis.
As a result we identified five main factors that were rele-

vant to participants’ experiences with ML models that were
used to define our requirements:

1. Integration with used tools: in special it would be desir-
able for the proposed explainability system to be inte-
grated with ScikitLearn;

2. Including strategies for measuring the reliability of re-
sults: among the main evaluation metrics used to assess
the performance of the models, the most recurrent ones
were accuracy, recall and F1 (micro and macro);

3. Use of reference values for the hyperparameters: which
was considered as a complicated step by the respon-
dents, since pre-processing, folding, parameterization
and other data treatment procedures depend on the
dataset;

4. Parametrization strategies: the new tool should allow
folded division and cross validation (including nested)
for hyperparameter tuning;

5. Experience with available explicability resources: par-
ticipants did not have much experience with other expli-
cability systems (2 mentioned having used LIME). Be-
ing shown an example generated in LIME, they thought
that LIME could help them understand the model as a
black box, providing insight regarding the confidence of
the classification, as well as decide whether the model
application is reliable. They also pointed out aspects
they felt could be improved - e.g. they did not think
that the explanations were intuitive enough, nor that all
relevant metrics were presented.

Regarding the planned functionalities, proposed for ex-
plaining and interacting with theMLmodels, the participants
considered as the most relevant (in no particular order): (i)
comparative display of several evaluation metrics; (ii) sup-
port for folded division and cross-validation parameteriza-
tion; (iii) overview of best parameters found for a dataset;
(iv) visual comparison between runs; and (v) display of the
importance of the variables, both globally (whole model) and
locally (instance-based).
With the compiled results, it became clear that an ML tool

focused on interpretability would have the potential to be
largely used by researchers and ML practitioners. Summa-
rizing , the following requirements were extracted from the
interviews for developing our tool:

• R1 – ScikitLearn integration: As all participants use
ScikitLearn the ideal would be that our tool had the
same functionalities and steps in ML modeling or used
it as basis.
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Figure 1. Explain-ML interactive design process depicting two iterative cycles – based on the simple interaction design lifecycle model [Preece et al., 2023]

• R2 – Support for cross validation: All participants
used cross validation to train the model, so it would be
important to support this technique, as well as let users
decide on the number of folds.

• R3 – Support for hyperparameter tuning: Integrate
hyperparameter tuning as part of the process supported
by the tool and provide an explanation of each available
hyperparameter.

• R4 – Display of a set of evaluationmetrics (including
confusionmatrix): Need of different metrics to be able
to perform a more accurate analysis of the execution.

• R5 – Model-based feature importance: Its important
to exhibit the feature importance of the model as it helps
the user understand the model’s predictions.

• R6 – Instance-based feature impact: It is important
to show the instance-based feature impact as it supports
user’s understanding of the model’s prediction per in-
stance.

• R7 – Visualization of the execution history: regard-
ing the control of routine tasks in ML, participants men-
tioned the difficulty in assessing model reliability due
to the challenge to compare different results. Thus, it
pointed to the need to include a mechanism for the vi-
sualization of the history of experiments and monitor-
ing of the evolution of the models based on performed
changes (e.g., parameterization, feature selection, etc).

In the end, all participants mentioned that they would use
a tool that had such functionalities in their daily activities,
confirming a real need for this kind of interpretability frame-
work.

3.2 Persona, scenario and prototype
Once the initial requirements were defined, we created a per-
sona to represent our target users, as well as some use scenar-
ios Carroll [2000]. as can be seen in Figure 2.
Based on the requirements, we developed a low-fidelity

prototype to present our proposed visualizations to the target
users and perform a formative evaluation of the tool [Preece
et al., 2023]. The prototype was developed using Balsamiq
Wireframing Tool3 and presented the structure and content of
the interface, allowing users to interact with it. Users could
navigate through the interfaces and visualizations, which
simulated an execution – the functionality was not yet im-
plemented, but the prototype showed the data for one exam-
ple as if it were being executed for that one model. Figure 3
illustrates some of the screens created in this prototype.

3.3 User Evaluation of Low-Fidelity Proto-
type

In order to collect feedback on our proposed tool represented
through the Balsamiq Prototype, we conducted a formative
evaluation with 3 participants (2 males and 1 female). The

3https://balsamiq.com/

participants were all Computer Science graduate students
and expert users who use MLModels on a daily basis as part
of their research. The evaluation was conducted between De-
cember 5 and 26, 2018, and two of them were face-to-face,
whereas the other was via videoconference.
In the evaluation session, participants interacted with the

prototype of Explain-ML tool as if they were creating a
model. To do so, they were asked to (i) Create a new project;
(ii) Access the project created; (iii) Create a new execution
to the project created; (iv) Analyze the results of the new
execution; and (v) Analyze the project results history. Par-
ticipants were interviewed about their interactive experience
and thoughts about the prototype.
The users’ interactions and audio in their sessions were

recorded, and transcribed, and an analysis conducted. Over-
all, participants liked the solution conveyed through the pro-
totype and said they would use such a tool in their ML mod-
eling, which was in line with the results of the initial inter-
views.
As a result of the evaluation, participants raised a few prob-

lems, improvements and suggestions related to the explain-
ability model, as well as the interface.

3.4 Second Design Cycle
The results from the users’ evaluation of the low-fidelity pro-
totype were used to fine-tune and validate our initial require-
ments. Furthermore, they allowed us to review some of the
initial ideas on how to implement these requirements and im-
prove them in order to implement the actual tool.
In the second design cycle, we developed a multi-

perspective approach to describe the workflow involved in
the creation of a project and its execution in an interpretable
system that would fulfill our requirements. Next, we devel-
oped the Explain-ML tool and performed user evaluation in
order to collect information about their perspective and ex-
perience with the tool. In the following sections we present
the results of each of these steps.

4 The ProposedMulti-perspective Ap-
proach

In this section we present the approach proposed in this work
based on the requirements generated in our first design cycle.
The proposed approach is agnostic regarding the ML model,
as the workflow and explanations implemented would apply
to different models. Following is a broad overview of the
proposed approach.
The approach is organized to support a workflow in which

the user can interactively perform the stages of the life cy-
cle of an ML model: definition and optimization of hyper-
parameters, model training as well as testing, evaluation, ad-
justments for refining the model and model re-execution. In
particular, the interpretability of models provides the core
support to the model evaluation activity.

https://balsamiq.com/


A Human-Centered Multiperspective and Interactive Visual Tool For Explainable Machine Learning Lopes et al. 2025

Figure 2. Persona and scenarios created during the first design cycle.

Figure 3. Some screens of the low-fidelity prototype generated.

In this approach, users have their own access area, which
is organized according to two important concepts within the
tool:

• Project: consists of a set of one or more model execu-
tions, performed by a user, with the projects’ execution
history being recorded.

• Execution: covers the process of defining and optimiz-
ing hyperparameters, model training, and testing. The
information regarding each execution is recorded by
the tool and the corresponding visualizations are made
available.

Figure 4 presents the workflow to create a project and one
execution. To perform an execution, the user first creates it
and sets values for the model’s hyperparameters (or selects
the hyperparameters to be tuned with cross-validation along
with the respective parameters’ options/ranges). After the
model is trained, the user applies it to a test set and accesses
the interactive visualizations regarding the current execution.
If desired, the user can also review the history of previous
project executions. In order to insert a new execution, users
should repeat the activities related to: Execution creation,
Execution analysis, Project analysis and Model adjustments

(Figure 4: ii, iii, iv, v).

5 Explain-ML Overview
In this section, we present in detail the Explain-ML tool that
implements the approach proposed in this work. Explain-
ML is a web based application, developed using the Python
Web frameworkDjango4, using Sqlite5. The screenshots and
visualizations presented in this section are related to a ver-
sion of Explain-ML, instantiated with Random Forests (as
ML model) applied to automatic text classification (as ML
task). The instantiated version employs the Scikit-Learn6 im-
plementation of the Random Forests Model. Note that, as
pointed out, the proposed approach is agnostic regarding the
ML model, as the workflow and explanations implemented
would apply to other models, which could therefore be in-
corporated into the tool. Finally, the example shown depicts
the model of the the WebKB-Course dataset7. Following is

4https://www.djangoproject.com/
5https://www.sqlite.org/index.html
6https://scikit-learn.org/stable/
7http://www.cs.cmu.edu/afs/cs.cmu.edu/project/

theo-20/www/data/

https://www.djangoproject.com/
https://www.sqlite.org/index.html
https://scikit-learn.org/stable/
http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
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Figure 4. Multi-perspective approach workflow for the creation of a project and one execution.

a broad overview of the tool.
The initial interaction with Explain-ML is accomplished

by means of the main screen, where users can manage their
projects (Figure 5 - A). A new execution for an existing
project can be created through the main screen (Figure 5 -
A(3)) or by visualizing the project details (Figure5 - A(1)).
In the latter, the user is directed to the project information
where the list of executions can be visualized (Figure 5 - B),
along with other project information.

5.1 Model Execution
Creating an execution is comprised of three steps (Figure 6):

• Step1: The user fills in the data and selects the file con-
taining the data-set, data format, number of folds, and
whether to perform cross validation.

• Step2: Subsequent to step 1, the user configures the exe-
cution by selecting whether to tune the hyperparameters
and, if so, selects which hyperparameters to perform,
along with the range/options.

• Step3: The tool displays the hyperparameters (obtained
through tuning or user-defined) and allows the user to
change or not these values. From there, the user can
proceed to model execution. The results are stored and
feed the execution visualizations.

In step 2, the hyperparameters are respective to the Ran-
dom Forest model, the model being used in this instantiation
of the approach. If the approach is used with another ML
model (e.g. a neural network), the hyperparameters will be
different and related to the corresponding model. After ev-
ery model execution in step 3, the tool stores the execution
data, which feeds the respective execution visualizations and
execution history. Next we present an overview of Explain-
ML8, describing its visualizations and history.

5.2 Interactive Visualizations
For each execution, the approach presents a set of visualiza-
tions that convey aspects related to the overall model, the
training set, and instance-specific information. Explain-ML
presents five consecutive tabs, which are complementary to
each other, and with which the user can interact: Evaluation
Metrics, Class Distributions, Feature Importance , Instance
Analysis and Analysis by class.
Next, we present each one of the visualizations. For illus-

trative purposes, the figures concerns Execution 3 (Estima-
tors = 200. Criterion = gini and other Scikit Learn default
parameters) presented in the Execution List of Figure 5 - B.

8Explain-ML is not yet available for public use, but for a
brief description and video of its interaction are available in:
https://github.com/BarbaraGCOL/explain-ml?tab=readme-ov-file

5.2.1 Visualization: Evaluation Metrics

This visualization presents aspects of the model, presenting
well-knownML effectivenessmetrics and its value for the ex-
ecution (see Figure 7). For each metric contextualized help
(depicted by a questionmark) is available by demand to users.
For instance, the contextualized help associated with Accu-
racy will present an explanation (“It represents, in general,
how often the classifier is correct. Range [0..1]”); and for
F1-Score (“F1 is the harmonic mean between accuracy and
recall. It shows how accurate your classifier is (howmany in-
stances are correctly classified) and how robust it is (it does
not lose a significant number of instances). Range [0..1].”).
This visualization also depicts the comparison of the value

of each metric regarding the previous execution. This helps
the user quickly perceive whether the new execution has im-
proved or not model performance for each of themetrics. For
example, in Figure 7, we observe that metric Accuracy had
value of 0.788 in Execution 3 and value 0.777 in the previous
one (Execution 2), potentially indicating a (small) improve-
ment in that metric9.

5.2.2 Visualization: Class Distribution

This visualization presents aspects of the dataset used in the
model training (Figure 8). The graph shows the distribution
of dataset instances by class. When interacting with each bar,
the user sees the name of the respective class, the number
of documents belonging to the class and some class specific
metrics (F1, Precision, Recall). The user can confront these
values with the general metrics of the model (Figure 7) and
understand how it behaves globally and specifically, for each
class.
The bar graph allows users to easily grasp whether there is

any dominant class, the major and minor classes, and other
characteristics that may insert bias into the model, or even
make it more difficult (or easier) to classify instances of a
given class. Those observations, when aggregated with other
tool views, assist the user in the overall model interpretabil-
ity.

5.2.3 Visualization: Feature Importance

This visualization presents overall aspects of the model. Sev-
eral types of complementary information are presented re-
garding the importance of features10 in the model (Figure
9). At the top of the tab (Figure 9 - A), we see some refer-
ence information: (A.1) total number of features, (A.2) and
(A.3) lowest and the highest value of importance, (A.4) num-
ber of features with importance value zero, (A.5) number of

9In these results, and in the current version of Explain-ML in general,
we are not considering statistical significance tests for accounting for statis-
tical ties, but this function is in the planning.

10In the current instantiation of Explain-ML, the value of feature impor-
tance considered is given by the decrease in decision tree node impurity
weighted by the probability of reaching that node, but any other measure
such as information gain or chi-square could have been used.
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Figure 5. (A) A screenshot of Explain-ML: Users can list previous projects or create a new one in the left side. In the right side, the projects are listed along
with their information such as description, period, status and progress, and the available actions the users can take regarding the model: (A.1) visualize the
project details, (A.2) edit project, (A.3) create a new execution, and (A.4) visualize history of project executions. A new execution can only be created
on In Progress projects.
(B) Execution list of a project, with information such as name, execution date, hyperparameter values, and execution status. (B.1) Continue Execution - for
executions where hyperparameter tuning has been performed and the model has not yet been applied (Status: Step 2 of execution completed (B.a)). (B.2)
See explanation - for executions where hyperparameter tuning has been performed and the model has been executed (Status: Execution Completed (B.b)).
(B.3) Create a new execution.

Figure 6. Creation of a Model Execution - Step 1 , 2 and 3

Figure 7. Visualization: Evaluation Metrics

features with importance value greater than zero. These val-
ues are important references for understanding the other ele-
ments available on the tab.
At the bottom left (Figure 9 - B), a bar chart is shown with

Figure 8. Visualization: Class Distribution

themost important features. Users can interact by visualizing
more or less features in the graph (B.2) and accessing the
value and importance of each feature in the respective bar in
the graph (B.1). In addition, the user can perform a feature
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Figure 9. Visualization: Feature Importance

search in the list of features shown at the bottom right (Figure
9 - C).
This visualization assists in observing the role of features

in themodel. The user can identify features that aremore/less
relevant to the model, and how they compare to other fea-
tures. It is possible to observe the amount of features with
some relevance (non-zero importance) or that do not affect
the model (zero importance). The tool also allows identify-
ing features whose meaning is not aligned with the predicted
class, but have non-zero importance. Or the opposite, mean-
ing compatible with the predicted class, but with zero im-
portance. Especially in text bases, with high dimensionality,
these observations can be very significant, allowing users to
focus on more relevant features that aid in the interpretation
of the model. All of these observations may produce inter-
esting insights for feedback in the models’ re-executions.

5.2.4 Visualization: Instance Analysis

This visualization presents aspects related to instance-
specific information. It aims to assist the user in understand-
ing the instance classification. Figure 10 - (1) shows the visu-
alization for Instance 4. The tool presents the Real and Pre-
dicted Class for the instance, along with its most important
features and their respective importance values (Figure 10 -
(2)). This allows users to check if the model hit the classifi-
cation and if the most important features have meaning com-

patible with the context of the predicted class. Otherwise,
users may have insights into features that can be excluded
for model re-execution.
Besides, the probability for each class in the classification

is shown (Figure 10 - (3)). Thus, it is possible to analyze
whether the predicted class obtained a high probability in
relation to the others. It may occur, for example, that two
classes have very close probabilities. In this case, the user
can use the complementary views (Figure 10 - (4) and (5)) to
obtain insights about features that, if removed, may change
the classification. This also provides feedback for model re-
execution.
TheWord Cloud allows users to have a general view about

contribution of the main features to the result. That feature
importance is relative to the instance11, unlike the overall
feature importance, presented on Feature Importances tab.
When the user interacts with the tool, the value of the fea-
ture’s importance is shown. For example, the value of the
feature computer (importance: 0.029) is shown in the Word
Cloud (Figure (10 - (4)) and can also be viewed in the Feature
Table (Figure 10 - (5)). The table allows user to sort features
by name or importance value, and provides a feature search.
The table also has the Action column, whereby each feature
can be excluded (red button with x) / included (blue button

11Contributions are generated through the TreeInterpreter package (
https://github.com/andosa/treeinterpreter).

https://github.com/andosa/treeinterpreter
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Figure 10. Visualization: Instance analysis. (1) Instance: Instance 4 selected; (2) Prediction: presents the real and predicted class of Instance 4, and
the most important features; (3) Prediction Probabilities: presents the probability for each class in the classification; (4)Features Contribution: presents
a visual representation (word cloud) for the contribution of the main features of Instance 4. (5) Features Table.

Table 2. Information of instances from Execution 3 (Figure 5 - B), with all dataset features. (Due to space constraints, only the main three
3 features are shown). The predicted class is presented along with the probability of its classification.

Instance Real Class Predicted Class Main Features
0 faculty faculty (66%) computer, washington, science
1 student student (46%) personal, bookmarks, science
4 faculty faculty (81%) computer, science, university
5 staff staff (47%) hours, handouts, final
7 student student (55%) interests, graduate, parsedfivedigits
9 student (17%) faculty (42%) science, single, parsedonedigit

Table 3. Similar to Table 2, this table is relative to the execution after Execution 3, without features computer and science.

Instance Real Class Predicted Class Main Features
0 faculty faculty (68%) university, department, washington
1 student (39%) faculty (53%) university, washington, parsedthreedigits
4 faculty faculty (80%) university, department, research
5 staff staff (47%) handouts, grades, exam
7 student student (48%) candidate, graduate, parsedfivedigits
9 student (18%) faculty (40%) form, single, parsedthreedigits

with plus sign) the next model executions. Here, the user can
perform several simulations and re-executions of the model,
in order to understand its behavior.
Relying on this Instance Visualization, Table 2 contains

some information on a few illustrative instances selected ad-
hoc. The information assists the user in model interpretabil-
ity, fostering some insights, for instance:

• Instances 0, 4, 5 e 7 are correctly classified and themain
features (those with the highest importance values) are
related with the predicted class under the point of view
of common sense.

• Instance 9 is misclassified and the main features have
no real meaning regarding the predicted class.

• Features computer and science are among the main fea-
tures of Instances 0 e 4, whose classes are faculty. Note
that class faculty is the major class of the dataset (Fig-
ure 8) and features computer and science are in the main
features of the overall model (Figure 9).

All this complementary information could lead the user to
question: is it possible to specify more relevant features for
each class? New model executions could be performed to
better evaluate this. For instance, through the Feature Table
(Figure 10 - (5)) the user could exclude features computer
and science and rerun model to analyze the effect of this
feedback. These features would not be considered for the
next model training. This adjustment would cause a slight
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worsening in the model metrics. In addition, the user could
observe changes in the instance analysis (Table 3). Com-
paring Tables 2 and 3, the user would notice that Instance
0 remained in the same class with lower probability, and In-
stances 4 and 7 remained in the same classes with lower prob-
abilities. The meaning of their main features is more related
to the predicted class, which may indicate actual relevance
of excluded features. Instance 5 were slightly affected. The
model continues to misclassify Instance 9, but the probabil-
ity for the real class has increased, and started to misclassify
Instance 1. This example, illustrates some examples of in-
teractions, insights and feedbacks that can be performed on
the model, many others are possible. The tool, for instance,
allows users to undelete features for subsequent executions.

5.2.5 Visualization: Analysis by Class

This visualization presents aspects related to the model’s pre-
dictions for instances and their ground truth. Here the focus
is to understand how the model behaves for each class and
whether it is more successful in predicting certain classes
than others. Figure 11 illustrates what is presented to the user
in this view. It is based on a confusion matrix that provides
an overview of how the model behaves with regards to each
class.

Figure 11. Visualization: Analysis by class - Confusion Matrix

The matrix is organized in terms of real classes (rows) ver-
sus predicted classes (columns). Each element represents the
percentage of instances of the real class (row-related) that
was predicted as the column-related class. When interacting
with thematrix elements, users visualize the absolute number
of instances and a brief description, for example, for the first
element of the matrix: ”Class Faculty predicted as Faculty
in 1105 out of 1210 documents”.
A quick look at the matrix can provide several insights:

• classes in which the model performs best (based on the
diagonal elements);

• for a given real class (line), when the model misclassi-
fies instances, which other class is predicted more fre-
quently as being the real class (based on the elements
with the highest values on the line, except from the one
in the main diagonal);

• for a given real class (line), when a model misclassifies
instances, which class it predicts less frequently as be-
ing the real class (based on the elements with the lowest

values on the line, except from the one in the main diag-
onal).

In addition, this visualization also provides a bar graph that
represents the behavior of the model for a given real class
(selected by the user), as shown in Figure 12. The graph al-
lows the user to inspect each class separately. User interacts
selecting the class she wants to inspect. In the graph, it is
possible to verify the absolute number of instances related to
each bar.
As mentioned, the Explain-ML provides complementary

visualizations under several perspectives. For example, ana-
lyzing the model information depicted in Figure 12, we can
see it behaves well for the Faculty and Student classes. If we
compare the information with that available in the Class dis-
tribution tab (Figure 8), we notice that these classes are the
ones with the largest number of instances. Thus, we can in-
fer that a higher number of instances in the dataset ultimately
contributes to the model learning better to predict instances
of these classes. If we look, for example, at the Department
class, wewould observe the opposite: themodel does not per-
formwell on instances of this class, however, the dataset only
contains a few instances of this class. This helps to explain
the lower values of the evaluation metric MacroF1 (average
of the performance in each individual class) when compared
to MicroF1 (global performance regardless of the classes).
This would also give hints to users about how to improve the
model (for instance, by means of under or oversampling tech-
niques to improve the balancing [Chawla et al., 2004; Batista
et al., 2004]).

5.3 Project Execution History

As described at the beginning of Section 5, Explain-ML is or-
ganized according to the concepts of project and execution.
A project can have multiple model executions, storing the
executions history and presenting a comparative analytical
graph between them. The Project execution history provides
two types of charts. The first one, Metrics Variation (Fig-
ure 13), represents the variation in the metrics along the ex-
ecutions. The chart includes some well-known performance
metrics such as Error Rate, Accuracy, Recall, F1, Micro F1,
and Macro F1. In the graph, each metric is represented by
a color/dot type. The user can interact with the graph and
verify the value of a given metric in a given execution. Is
is possible to observe the improvements or worsening of the
metrics throughout the executions.
In addition, the other chart - Variation by class (Figure 14),

provides a bar graph that represents the behavior of themodel
for a given real class (selected by the user). Each bar is an in-
stance of what was shown in the Analysis by class tab (Figure
12), but in this case, the bars for all the executions are shown
side by side. When interacting with each bar, the user sees
the name of the respective real class, predicted class and the
number of documents belonging to the real class. The graph
summarizes the evolution of the model behavior regarding
each class.



A Human-Centered Multiperspective and Interactive Visual Tool For Explainable Machine Learning Lopes et al. 2025

Figure 12. Visualization: Analysis by class - Bar Chart . (1) graph presenting the classification results for selected class - staff ; (2)(3)(4) graphs resulting
from the selection of classes student, department and other, respectively.

Figure 13. Project execution history - Metrics Variation chart . Users vi-
sualize each metric in each execution, interacting with the respective point
in the graph, as it is done for the metric Micro F1 in Executions 1, 2 and 3.
Here, Micro F1 overlaps Accuracy, since both present the same values in
the three executions. The graph does not show metrics of the Execution 4
(Figure 5) as it has not been completed.

5.4 Considerations on Explain-ML Use and
Proposal

Explain-ML offers different perspectives on the model accu-
racy, class accuracy, the dataset used to build it, its most dis-
criminative features, predictions probabilities as well as the
metrics related to the prediction results at a global and local
level. These perspectives are presented through the different
visualizations available. Considering the multi-perspective
nature of the tool, we hypothesize that the diversity and com-
plementarity of the explanations, help the user to form amen-
tal model about the behavior of the model. Thus, it is aligned
with one of the design goals for Explainable Artificial Intelli-
gence Systems described by Mohseni et al. (2021), which
consists in providing comprehensible transparency for the
complex intelligent algorithms (Algorithmic Transparency).

We use standard visualizations for covering the HOW-
WHY-WHAT-IF types of an explanation [Mohseni et al.,
2021]. In more details, for the ‘How Explanations’ Explain-
ML presents graphs about the model such as a feature im-
portance graph and word cloud, among others; for the ‘Why
Explanations’ the tool presents the views per instance tab,
containing specific views for this purpose and that would fit
this type of explanation; and for the ‘What-If Explanations’
the interaction itself allows the user to make adjustments to
the features and to the parameters, retraining the model and
regenerating the result that would consist of aWhat-if expla-
nation.

Explain-ML through its workflow, allows the entire pro-
cess to be performed from hyperparameter tuning to model
enhancements, interactively and without coding. The tool
presented in this section is a version of the Explain-ML, in-
stantiated with Random Forests. But the proposed approach
can be considered predominantly agnostic, since the views of
aspects involving explanations mostly apply to several other
models (e.g., database statistics, effectiveness metrics, im-
portance features for the model and for instances, confusion
matrix, etc). For the configuration of other models, e.g., neu-
ral networks, the parameterization issue would be different,
but this is not the main point of the tool. For the first ver-
sion of Explain-ML, we opted for an iterative process with
the Random Forests model, which is naturally more inter-
pretable, before includig others. For the inclusion of other
models, in addition to the parameters issue, some more spe-
cific visualization of themodel itself can be included (e.g., vi-
sualization of network layers), but this would be complemen-
tary to the existing visualizations, corroborating the multi-
perspective purpose of the tool. Explain-ML provides com-
plementary visualizations that allow users to acquire insights
regarding the models. Several examples of these insights
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Figure 14. Project execution history: Variation by Class. (1) graph presenting the behavior of the model for the given real class selected by the user - student;
(2)(3)(4) graphs resulting from the selection of classes staff, department and other, respectively.

were discussed throughout the visualizations being presented
in this section.
The development of Explain-ML using a human-centric

approach is one of its original contributions. In addition, it
has a broader scope than most of the existing similar tools:
it is interactive, designed based on human-centric principles
and spans three scopes of work: (i) Model Building; (ii)
Model Interpretability without programming; (iii) and Out-
come Explanation.
Furthermore, when compared to previous approaches,

ours was developed by explicitly considering user require-
ments towards interpretability and ease of use. Users can
perform tasks related to the entire life cycle of a machine
learning model: model training, predictions, model evalua-
tion, model adjustments and model re-execution. The imple-
mented tool, Explain-ML, helps users to build models inter-
actively, without the need of source code manipulations. Be-
sides, the user may execute the model several times, making
adjustments. For each execution, information on the overall
model, the training dataset and instance level information are
stored for visualization purposes. The tool provides a history
of the executions with comparative graphs on the evolution
of the model in the different executions. There is a common
belief that to augment interpretability, MLmodels have to be-
come simpler and thus less effective [Guidotti et al., 2018b;
Breiman et al., 2001]. We take a different perspective, in
which we allow users to understand themodel and improve it,
potentially increasing its effectiveness [Krause et al., 2016a].
To do so, our tool allows users to inspect the model: (i) as a
black box (despite its complexity) by understanding its out-
comes, its successes and failures; (ii) from a global (e.g.,
whole dataset) and/or local (e.g., instance) perspective; (iii)
through different and complementary representations and vi-

sualizations.

6 User Evaluation
In order to evaluate Explain-ML we conducted a qualitative
study that allowed us to analyze in depth the users perspec-
tive and perceptions on the tool. The methodology adopted
combines user interaction with the tool along with semi-
structured interviews aimed at exploring how they perceived
the visualizations that explain the model’s outcomes. As
mentioned, the study was conducted using the previously de-
scribed instantiation of Explain-ML with RFs applied to text
classification. In the next sections we explain in more detail
the methodology adopted, how the evaluation was conducted
and the results obtained.

6.1 Methodology
For the evaluation, users were asked to analyze the results
of a specific classification task on a predefined dataset. The
interaction was guided and participants were asked to train
themodel and go through all the visualizations that explained
the application of the trained model to the chosen dataset.
Then they were asked to interact with the tool to improve the
model, and finally to analyze the execution history shown
in Explain-ML. During their interaction, participants were
encouraged to think aloud [Preece et al., 2019] and at the
end of each step a short semi-structured interview about their
views on the tool was conducted.
The WebKB dataset was selected for our evaluation12. It

contains 8.282 webpages classified under the following cate-
12For more information on the dataset see: http://www.cs.cmu.edu/

~webkb/ (Last visit: May 2021).

http://www.cs.cmu.edu/~webkb/
http://www.cs.cmu.edu/~webkb/
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gories: student (1641 pages), faculty (1124), staff (137), de-
partment (182), course (930), project (504), and other (3764).
It is an interesting dataset for the analysis, as it contains many
classification challenges: skewed (imbalanced) class distri-
bution; non-trivial semantic overlap among classes; noise
and ambiguity in the text of the pages, etc. Thus, our goal
was to analyze whether Explain-ML could help users to iden-
tify issues related to class imbalance and corresponding bi-
ases (e.g., with the Class Distribution visualization), which
evaluation metrics would be more adequate to dataset (e.g.,
with theEvaluationMetrics visualization), which words help
and which ones confound the decisions of the classifiers,
among others.
In order to contextualize the evaluation tasks for the par-

ticipants an evaluation scenario [Carroll, 2000] was created.
The scenario described a situation in which users were par-
ticipating in a research project that required the automatic
classification of their University’s webpages. The scenario
motivated them to use Explain-ML (a new tool they had just
heard of) with a similar dataset (WebKB) to assess whether
it would be useful to apply it to their own context (described
in the scenario).
To do so, they used the tool to create a Random Forest

based ML model for the problem, determine their trust in the
model and its results and improve their model based on hints
gathered from the explanations. An overall brief explanation
of the WebKB dataset – with explanation about the mean-
ing of the classes and corresponding statistics – was also pre-
sented to them.
Next we present the steps used to guide participants in their

interaction with Explain-ML, and the interview guide associ-
ated with each of them. Initially, we asked participants about
their experience with ML and Random Forest, specifically.
Thenwe presented Explain-ML to participants, describing its
goal to explain the model, and we answered whatever ques-
tions they had about the tool. Once the participants had a
general view of the tool we guided their interaction through
it. We next describe the 4 main tasks that comprised the in-
teraction steps, as well as the semi-structured interview asso-
ciated to each one of them:

• T1: Initial model training: In this step participants
were asked to perform the hyperparameter tuning and
train the classifier (as shown in Figures 6). Although
the tool allows for the tuning of a number of different
parameters. – Interview guide: After this step, partici-
pants were asked if they usually performed a hyperpa-
rameter tuning, and if so, if they used any tools to do
so, and which one(s). They were also asked what they
thought about the set of parameters available for tun-
ing.

• T2: Analysis of model execution visualizations: the
visualizations of the tool act as explanations for in-
terpreting the model. Participants were asked to ana-
lyze each one of the explanation visualizations avail-
able (presented in Section 5.2). – Interview guide: For
each visualization, participants were asked about their
understanding and opinion about the explanation. After
having examined all the explanation visualizations, par-
ticipants were asked to comment on their analysis of the

model, pointing out problems they identified, changes
they would make, as well as how they perceived the use-
fulness of the set of visualizations provided to explain
the model.

• T3: Model improvement: Participants were asked to
indicate changes they thought could improve the model
and execute at least two of them. They were expected
to interact with Explain-ML to make the changes they
felt would be the most relevant in the model (not nec-
essarily all of them, in the interest of the time of the
evaluation), and run a new execution of the model. –
Interview guide: Once the re-execution was performed,
they were asked about the changes made and whether
they could see their impact in any of the visualizations
and, if so, what it meant in terms of themodel. If they felt
that they were able to improve the model, and whether
the changes increased their trust in the model.

• T4: Analysis of history results: Finally, partici-
pants were asked to explore the execution history (even
though they only conducted two executions of the
model) available (presented in Section 5.3) – Interview
guide: They were asked to comment on the changes in
the model being conveyed through the history execution
visualization and their usefulness.

After the guided exploration of the tool was over, participants
were asked about their overall perception of the tool and its
explicability. They were asked if they had knowledge of or
had ever used other explicability tools, such as Lime [Ribeiro
et al., 2016] or SHAP [Lundberg and Lee, 2017]. Finally,
they were encouraged to make any other comments or sug-
gestions they had about their experience in exploring the tool.

6.2 Conducting the Evaluation
As the tool was aimed at ML knowledgeable users, the invi-
tation to participate in the evaluation was sent to Computer
Science graduate students who had some knowledge of Ma-
chine Learning or whose research was related to the topic.
The invitation was sent by email, and those who responded
agreeing to participate, were contacted to schedule a conve-
nient time for their participation.
Among the people who responded, we were able to sched-

ule six13 of them to participate in an evaluation session. Ses-
sions were conducted in an office at the University, between
24 and 30 of October, 2019.
Before starting the session, participants were informed

about the goal of the research and asked to sign an informed
consent form. The Explain-ML - Random Forest version of
the tool was set up in a computer made available to users,
and the user’s interaction and audio for all sessions were
recorded. The audios recorded of the interviews were tran-
scribed, and an analysis conducted. All participants were
male and had their background in Computer Science. One
of them was postdoctoral fellow, and the other 5 were PhD
students. All of them had already experience with Machine

13When the goal of an evaluation is to yield insight about a system, a
qualitative study with around 5 users is enough [Preece et al., 2019].
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Learning model during their graduate studies, but their expe-
rience varied in terms of how long they had used ML, which
models and for which purposes.
Vilone and Longo [2021] cites that Human-centered eval-

uation for explainable artificial intelligence can rely on Qual-
itative studies. According to them, qualitative studies are
based upon open-ended questions aimed at achieving deeper
insights and they do not provide any guideline towards the
ideal number of participants for a qualitative study.
Indeed, qualitative research as the evaluation conducted

in our article usually relies on a low number of participants,
focusing on delving deeper into the issues that emerge as rele-
vant [Preece et al., 2023]. In our analysis, the use of excerpts
from users’ speech are used as evidence to illustrate the dis-
cussion. In the analysis carried out, all statements from all
participants were considered and one of the statements that
illustrated well the evidence that supported the analysis was
selected.

6.3 Results
We present the main results of our evaluation14, regarding
users understanding of the model based on Explain-ML’s ex-
planations and their perspective on its support and usefulness
in improving the model. We present the results organized by
the aspects explored by participants in each task.

6.3.1 Initial model training

All participants were able to understand and perform the tun-
ing process without difficulties. They said that this was a
step that they usually performed through SciKit or by using a
script they had written previously. Although they were asked
to only make decisions regarding the number of estimators,
they observed and commented on the other hyperparameters
made available. They mentioned that all the hyperparame-
ters they usually used were depicted in the interface and that
usually they did not even use all of the ones available. In
short, participants thought it was useful to have the hyperpa-
rameter tuning integrated into the Explain-ML tool, and had
no difficulties in understanding the step in the workflow, or
how it was presented in the interface.

6.3.2 Analysis of model execution visualizations

The first visualization explored was the one that shows the
overall EvaluationMetrics for the classifier model (see Fig-
ure 7). Most participants had a good knowledge of the met-
rics shown. P6 was not sure about the meaning of MicroF1
and MacroF1 and used the explanation available about each
metric to get a clear understanding of the difference between
them. All participants were able to explain how they could
use the metrics to analyze their confidence in the model, as
described by P4:

“Micro is a general average and the macro is
an average per class… One can already get a
general sense..., for example, we know that this

14Our study was conducted in Portuguese, participants’ 1st language,
and excerpts shown were translated by the authors.

dataset here is imbalanced because it [the clas-
sifier model] couldn’t learn from some of the
classes.” (P4)

They all agreed that the most used metrics were being
shown in the interface, as explicitly mentioned by P5: “From
what I see, the most used metrics are available.” However,
they did not all agree that this was the most interesting set
of metrics to be shown. Some participants thought that not
all metrics depicted were equally important (P3) or even that
some would not be needed (P4, P5). In this direction, P5 sug-
gested that users should be able to configure which metrics
they would like to see (or not) in the interface.
On the other hand, other participants mentioned other met-

rics they thought would be interesting to see. They men-
tioned general metrics, such as Entropy, Precision or AUC
(Area Under the Curve), as well as providing more informa-
tion about the metrics that were being depicted. Both P4 and
P6 made suggestions of adding information to the metrics
that would allow them to analyze their variability, such as
standard deviation and confidence interval15. Participants
also suggested that metrics specific to the ML classifier at
hand could be interesting to be depicted, as mentioned by P6
regarding Random Forests:

“There are some [metrics] specific to the classi-
fier, that might be the case to include..., for exam-
ple, what was the average depth of the tree, or the
gini index of the trees. The problem is that when
you generate too many trees, it could be difficult
to visualize, right? But at least one way to present
the distribution of indices, feature relevance [...]”
(P6)

Finally, one participant (P5) thought that it would be inter-
esting to have the metrics depicted not only for the classifier
model, but also for each one of the classes.
Next, participants examined the Class Distribution visu-

alization (see Figure 8). All users were able to visualize and
understand the distribution of classes. All of them considered
this visualization of the distribution very relevant. They used
the class distribution to verify issues regarding the skewness
(i.e., imbalance) of the dataset used, as exemplified in P4’s
analysis: “Its possible to see that the base is very imbalanced,
as I had mentioned before.”.
Learning (or confirming) that the dataset was imbalanced

helped users to further analyze and better comprehend the
previous evaluation metrics values, as well as to identify pos-
sible biases in the model. P1 describes how this knowledge
informed him about which metrics to look at closely: “In-
deed, if classes are imbalanced, you need to look at those
metrics, micro and macro F1.”.
P2’s analysis also makes it clear how the class distribu-

tion visualization relates to the metrics visualization: “I look
at this distribution, how many documents are in each class,
to know which metric will be the most interesting one to in-
form me whether my model is effective or not. Because, for
instance, looking at accuracy on a very imbalanced dataset
doesn’t mean much … ”.

15Though planned, this capability was not implemented in the tested ver-
sion of Explain-ML.
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These strategies described by the participants corroborates
ourmultiperspective hypothesis that one needs to see the “big
picture” (in our case, a comprehensive set of complementary
visualizations) to better comprehend ML models and their
decisions.
The following visualizations depicted Feature Impor-

tance (see Figure 9) and were considered extremely relevant
by the participants. Four participants (P1, P2, P5 and P6)
highlighted how these visualizations have assisted them to
better understand (i) how their model made decisions; (ii)
which were the most discriminative features of the model, as
well as (iii) the noisy features in the classification task.
P2 describes how the visualization helps him understand

the model: “I can use these explanations to understand how
the model makes its decisions and to define whether an in-
stance is from one class or another. And when I look at a
graph like this… Every time a very meaningful word comes
up, I can map it very assertively to the decision model. Then
you can get which words, here at the end of the list, do not
necessarily have this assertive capability.”.
P1 comments on how that a word that he would expect to

be relevant to the context of the database, but through the ex-
planation notices that it has not influenced the model: “The
word “college” surprised me (it didn’t appear in the top of
the rank among the most discriminative), maybe it’s because
it is spread across all classes, so it won’t help discriminate.”.
P5 describes how hewould use Explain-ML to explore and

understand the model: “I think this is amazing, because now,
with what you [the tool] told me , I can say… Hmm, let’s
suppose the model is misclassifying because of the feature
[word] “student”, then you say: I’m taking “student” out…
And it’s among the most important features.”.
Three of the participants (P1, P3 and P4) considered the

visualization of the low-ranked features as very important to
assist them in selecting features for the model. Based on this,
they pointed out feature selection as an important aspect for
dimensionality reduction, understanding of themodel and for
potential improvements. The following quotes from P1 and
P4 describe their strategies to improve their model by analyz-
ing the low-ranked features:

“I usually look at this feature importance table to
find out which features are the most discriminative,
the ones that really help the classifier … but it’s
also very nice to see the least discriminative fea-
tures – so, if I want to make a feature selection, I
know these are the ones I can eliminate from the
model without much of an impact.” (P1)

“It’s cool because you can perform feature selec-
tion based on this. For instance, you can set a
threshold of 0.002 and you do not keep values
smaller than this. Then you can remove a lot of
features … It produces a “good” reduction of di-
mensionality. (P4)”

It is interesting to note that most interpretability tools,
mainly when explaining individual instances, only present
the most discriminative features.
Next, participants examined the visualizations by In-

stance (see Figure 10). The visualizations were considered

extremely relevant by the participants, and all users were able
to visualize and understand them. Participants indicated that
these visualizations have assisted them to (i) understand how
the model made decisions for each instance, (ii) which were
the most discriminative features for particular instances, as
well as (iii) which features cause confusion to the classifier.
P2’s quote illustrates how this visualization is useful to

understand the model decisions for the instances presented:
“I found this one super cool. I can see what was decisive
for the model to predict that instance as being in that class.”
Participants also highlighted that visualizing the probabilities
helped them to identify biases and understand the certainty
level of model for each classification, as described by P1: “I
can see the probabilities of each class. I can see for which
ones it [the model] is most certain of the result.”
Notice, that the Visualization by Instance is interactive,

and users can eliminate features from the model at the inter-
face. Nonetheless, some participants mentioned that it would
also be interesting to offer users some more automatic strate-
gies to do so. P1 describes how he usually goes about the
issue: “I try to look and see what is generating noise. But
we usually do it more automatically. I would take a script
and already eliminate the top X words.” Based on the strate-
gies they described, it would be useful to consider allowing
users to determine ranges of features to be eliminated, based
on a threshold (e.g. 30% worst) or on the value of their im-
portance (e.g. all features that have importance zero or below
a certain value).
The last visualization of the execution results shows the re-

sults byClass for the classifier model (see Figures 11 and 12).
Most participants had a good knowledge of the confusionma-
trix shown and considered that it was relevant to depict it, as
commented by P2: “It’s a concept I’m already used to, the
confusion matrix. I liked the colors, I think they highlight
ranges that better direct your analysis.”.
The analysis of the results by class allowed participants

to identify which classes were the easiest and hardest to pre-
dict, as illustrated by P1’s analysis: “The class ’other’ is re-
ally hard to classify, it is spread here [pointed to the line for
’other’ in the confusion matrix]. It seems that the ’faculty’
class is the easiest to classify, it gets it right more often.”.
They were also able to identify biases in the data such as men-
tioned in P6’s analysis: “It [the model] is extremely biased
by the amount of examples... I noticed based on the classes
‘college’ and ‘department’. ‘Department’ was the one mis-
classified the most and ‘college’ was the one it [the model]
got right the most. (P6).”
Moreover, two participants (P3 and P5) reported that these

visualizations helped them identify the need for class balanc-
ing. P5 describes how he uses the classes visualization to
identify which classes the model is not able to correctly clas-
sify, and how he would combine this information with the
visualization by Instance to better understand the problem:
“I always want to know the following: Where is my model
missing the most and why? So here [seeing the class visual-
ization] I can see which classes it’s getting wrong the most,
and maybe in the previous step [by Instance] I’ll see why it’s
missing... because of some of the features it’s choosing. So
this might help me balance the classes.”
Based on identifying the need to balance classes, P3 de-
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scribes how he would go about it, and conveys his expecta-
tion that Explain-ML could also support this task: “Did the
tool have the option to balance? From each class, take the
same amount of documents… I would lessen this impact… I
would balance, but it would have to balance at the same rate,
otherwise it would be different from the real world.”
Finally, the visualization by class supported participants

in making decisions about the classifier, not only in a more
immediate level regarding which the next step would be (as
mentioned by P3), but also about their overall strategies to-
wards improving the model (as indicated by P2).

“P3: From the analysis, I have to greatly improve
my classifier for ‘department’ and ‘course’, right?
The ones that are getting misclassified the most.”

“P2: It allows you to make decisions like, instead
of making a multiclass classifier, making an es-
semble, and having separate classifiers where you
could put the most discriminating thing analyzed
separately. This [the visualizations] allows the re-
searcher to make this kind of decision.”

After having explored each one of the 5 visualizations,
participants were asked whether they believed the visualiza-
tions were useful, and if so, how they had helped them bet-
ter understand the model. All of the participants considered
the explainability offered by the visualizations to be useful.
P4 makes it clear that he considered Explain-ML tool gave
a very complete account of the model: “I could under-
stand very well [the model]. Even though I already knew the
dataset, this here [the visualizations] is a complete explana-
tion of the dataset. I don’t see any other information beyond
what’s here, you know ?!” P3 also describes the overall bene-
fits he perceives: “The tool was good for visualizing the data
and proposing improvements.”
Although they all thought it was very useful in general,

some of the participants highlighted different aspects of
Explain-ML they thought were specially interesting. P1 com-
mented about the usefulness of the model, and emphasized
the value of the word cloud: “I could understand the result.
I can see the model well with the word cloud, for text [classi-
fication] it is very good.” P6, on his turn, stresses the value
of some of the other visualizations: “Sure [the visualizations
were helpful], for understanding, of course [...] The analy-
sis by class, matrix of confusion, sure. Regarding the impor-
tance of features, I think this graph gives a good idea of how
the importance of features is distributed.”
P2 highlighted on the benefits of the Feature Importance

visualization: “They [the visualizations] are very useful, [...]
Specially when you have this very large volume of features,
it’s hard for you to understand these results... how the clas-
sifier is using this information to generate the results.” He
also commented that “I think all the proposed visualizations
add a lot and they are quite complementary.”
P5 expresses as a positive point Explain-ML’s multiper-

spective approach: “I think the information I got here would
enable me to refine my model much more easily than I would
if I had to do testing, training… Here I have a tool that helps
me. [...] Besides doing ... tuning the hyperparameters I
would have to perform a large evaluation just to get to the

same point that I would by just executing your tool. It really
helps not only fine tuning the parameters, but also fine tuning
the model. ”.
Its interesting to notice that although participants high-

lighted different aspects of Explain-ML, they explicitly men-
tioned that the tool supported them in the main tasks related
to modeling a classifier, namely understanding (i) the results
of the trained model, (ii) how the classifier uses the informa-
tion to generate the results, (iii) problems and (iv) biases in
the trained model, (v) as well as assisting in the identification
of possible improvements in the model.
All participants considered Explain-ML useful. Nonethe-

less, some of them made suggestions on other aspects they
thought could improve the tool. Three participants suggested
including a visualization of the importance of features for
each prediction class, as illustrated by P6: “I don’t know if
there is a concept of the importance of features per class, so
maybe it would be the case to include it.”. P2 also suggested
it would be interesting to present the relationship between
the model features: “I think this work has a huge potential
to expand if we consider getting into how features interact,
especially when you have other [machine learning]models.”.
Finally, specifically for the use of Random Forest models, P1
suggested that it would be worth considering the possibility
of displaying a simplification of the forest structure gener-
ated: “One thing I’d like to see in the models, which I know
is very difficult, is either the whole tree or a piece of it.”
The suggestions are interesting, as they provide us with

other aspects to consider that could complement the current
explainability provided. The suggestion of visualizing the
tree when using the Random Forest model has been con-
sidered, and is on our intended list of visualizations worth
adding. The challenges encountered in including it in this
version of Explain-ML were related to the large size of the
trees, and providing a visualization that in fact would be use-
ful. The fact that three out of seven participants made the
same suggestion regarding the visualizations of features per
class could be perceived as a sign of its relevance and the
need to consider including it as suggested. Finally, P2’s sug-
gestion considers also dealing with other machine learning
models. As Explain-ML is intended as an agnostic model
tool, these comments are especially useful and will certainly
be considered in the next steps of our research.

6.3.3 Model improvement

After having analyzed the model, participants were asked to
indicate and perform somemodel improvements (at least two
changes) they had identified in the previous steps as poten-
tially useful to improve the model. Participants adopted dif-
ferent strategies in their attempt to improve the model: (i) re-
moval of less important features (P1, P2, P4), (ii) removal of
most “common” features (P3), (iii) removal of features that
appear to be noise in the dataset (P5, P6) and (iv) change of
hyperparameters (P5).
P1, P2 and P4 removed some features they considered less

important. Based on the explanation provided by the visual-
izations resulting from their strategy, participants were able
to easily evaluate the impact of the changes they made. P4’s
comments on the results of this strategy: “Here [Evaluation
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metrics visualization] it gives me the information about what
has improved and what has gotten worse. [...] It is notice-
able that the rest of the features also differed in importance.
[...] Improved in micro but got worse in macro.”. Although
P1, P2 and P4 adopted the same strategy, they chose differ-
ent features to remove, and obtained different results for their
changes.

P5 and P6 decided to remove features that seemed to them
to be noise in the dataset, and P5 also made changes in the
hyperparameters. In the case of P5, the performed changes
had higher impact on the model, albeit negative as he ex-
pressed: ”Wow, I made the whole thing worse. See... I re-
moved a very important word for it [the model], see what
happened ?!”. As he explored the different visualizations, he
commented on the various impacts he noticed of the changes:
“Gosh, accuracy is the same value. Got a little worse too.”;
“It seems like the number of [features with] importance zero
has decreased.”, and “It makes more sense now, the words
you use to predict.” Based on P5 comments it seems like,
even though the changes decreased the model’s performance
metrics, it made sense as a step to improve the model, as he
mentioned: “It improved the confidence in the model, how to
explain it to others... I can explain it much better.”. He con-
cluded, commenting on Explain-ML’s support: “It showed
me why it got worse.”

P3 adopted a strategy that may not seem obvious at first,
as he removed an important feature from the model. He ex-
plained that, as the feature was a generic word in the do-
main (‘computer’), he removed it to see if other features
would become more discriminative. Analyzing the changes
he thought it improved the model: ”It has improved... the er-
ror has decreased...”. Nonetheless, P3 commented he would
have liked a little more information to analyze if the strat-
egy had been successful: ”I wonder if it increased the dif-
ference? When I took it [feature ‘computer’] out, did this
one here [pointed at feature ‘science’] become more impor-
tant?”. Specifically he mentioned it would be interesting to
be able to compare feature importance from one execution
with the previous one.

It is interesting to notice that although all the participants
were examining the same model, based on the visualizations,
they chose different actions they believed could improve the
model. Even though some of them were not successful, par-
ticipants were able to identify the low or negative impact of
their changes and make considerations of what would be the
next steps they would take in improving the model.

The different strategies adopted depend not only on the
tool being used, but also on participants’ previous experi-
ences. Although all of them were knowledgeable ML users,
they had different levels of expertise. Furthermore, we could
argue that because Explain-ML provides a broad account of
the model’s execution, it does not guide users to any specific
path to improve the model, but rather offers users a broad ex-
ploration space. This provides users with autonomy to make
different decisions and conduct distinct investigations and
analysis according to their contexts (i.e. dataset, classifica-
tion goal or ML classifier).

6.3.4 Analysis of history results

Lastly, participants were asked to explore the execution re-
sults history. Even though participants compared only 2 ex-
ecutions, they all considered the execution history useful in
helping them to generate an overall view of their tuning of
the model, as expressed by P2: “So here I could have sev-
eral executions and check how much is changing according
to these changes that I ammaking in mymodel [...] Very cool,
because then you can see this variation in terms of execution
[...] I think it is cool to see the impact of my changes on the
model.”.
The participants made it clear how the execution history

helped them better understand the impact of their changes in
model, as illustrated by P1 and P5: “I could see the impact
here, 0.1%, because I eliminated only a few features. (P1)”
and “Overall, I realized that some classes have not changed
at all. (P5)”.
Finally, based on the execution history some of them com-

mented how it could provide them with insights regarding
their next steps in tuning the model, as described by P6: “It
is possible to have an intuition of what can be improved, but
that I haven’t improved yet [...] It was possible to have more
confidence, but I still don’t feel confident with this result.”.

6.3.5 Overall comments

In the last part of the interview, participants were asked about
their overall view of the system and whether they thought
it would be useful to them considering their activities and
strategies to use ML modeling. All participants stated that
they would use the tool, as illustrated by P6 and P2: “I found
it amazing [...] It really makes experimentation a lot easier.
(P6)” and “I would super use this. I think the usefulness of
this is huge. I think all the proposed views add a lot and they
are quite complementary. (P2)”
As users explained why they would use Explain-ML,

many of them highlighted some of the aspects they believed
were the most interesting in the tool. It worth noting that the
participants had different views on what was the “most” in-
teresting. For instance, P3 focused on the metrics, whereas
P4 mentioned the execution history:

”I would use it [Explain-ML] to improve the model.
[...] The impact of a feature on classification, I
think this is the most important [visualization]....
And themetrics also... Exporting the confusionma-
trix is also important.”

”I would use it [Explain-ML] to know where the
error came from and where it went [...] This possi-
bility to keep the execution histories is very good,
because we usually do it through a table, but in a
table you forget... you don’t put parameters, don’t
put a lot of things, and here in the system there is
all that. It’s a way to keep it that way, an organized
way, and it’s not a hassle keeping everything you
need. I think everything I do [manually] is already
there.”

Some participants had experience with other explainabil-
ity tools and compared them to Explain-ML:
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”I’ve already used SHAP. Actually I don’t use all it
offers, because I know it does a lot of things, but the
things I have used I think you’re doing [in Explain-
ML].(P2)”

”I used another tool with less features than this,
which is Lemonade16. Everything it has yours al-
ready has. Yours has more features [...] Parame-
ter tuning is one thing that is not available there
[in Lemonade], there we select the parameters we
want and execute it with these parameters. [...] Be-
ing able to see the results for instance, and every-
thing integrated, the word cloud, the graphs, the
metrics, is not something I [usually] see. (P1)”

One relevant shortcoming of Explain-ML pointed out by
participants is that it only offers Random Forest model, while
other explainability tools cover a varied set of ML classifiers.
P1 illustrates this point: “It [Lemonade] has already incorpo-
rated other models (cluster, frequent patterns, other machine
learning algorithms), but it doesn’t have as many views as it
has here. So I would incorporate that, include other model
types.”.
As advantages and benefits of Explain-ML, besides its use-

fulness, some participants pointed out that it offers an easy-
to-use interactive user interface, as highlighted by P5: “I
liked that... besides being useful, a system has to have a
friendly face [...if it] doesn’t have such a simplified usabil-
ity... [then] the person stops using it. Seeing these graphs,
seeing this facilitated interaction, it pleases the eyes to see.
Even if you get stuck at some point, you want to keep mov-
ing, because it gives you good information in a way that your
brain easily assimilates, so it’s very cool.” Participant 2 em-
phasized that as it did not require any programming knowl-
edge from the user, he considered it could be interesting and
useful to a wider audience than most tools: “P2: I would use
it for sure… Me, from computing, would use it… But I think
it has an even greater potential when you deal with what I
have already commented…When we start thinking about out-
siders [from the computing field]… SHAP and these other
tools have their limitations: the guy will have to generate
the model, will need to implement it in python, he will need
to know how to manipulate [the tool]... To use this here
[Explain-ML] I do not need to know python ... So it has a
very interesting potential, a wider audience.”
Finally, P5 mentioned that he thought Explain-ML would

be useful not only for ML modeling, but also he thought it
could be useful for the research in the field: ”I wish it were
for all the other models [...] Most ‘state of the art’ works
today don’t have that. The guy [author] just says: my metric
beat the state of the art, but he doesn’t say why, he doesn’t
show why... If you had such a tool to explain the model, you
would know where it is weak, what are the constraints of that
model, where it is strong, where it is weak [sic]. And that is
what is missing in most articles today.”
Next, we discuss the main implications of the results of

the evaluation for Explain-ML and our research.

16The participant was taking a Datamining course in which the Lemon-
ade was used (https://www.lemonade.org.br/index-en.html for
more details). The tool presents certain visualizations, but in another scope.

7 Discussion
Our evaluation of Explain-ML allowed us to explore in depth
the perspectives the participants had of the tool, as well as
how the proposed solution contributed to ML modeling and
their activities in general. Based on participants perspectives
and experience (albeit short) with Explain-ML, we collected
positive indicators about our intended solution, as well as
how it was presented to users.
Participants explicitly expressed the advantages they per-

ceived in Explain-ML taking amulti-perspective approach
and integrating steps ranging from hyperparameter tuning, to
model execution, the exploration of its visualizations/ expla-
nation, all the way to, and model improvement (including
comparing different executions). In exploring the explana-
tions offered, they considered them complementary and in-
formative. Based on the insights they gained through their
exploration and that were expressed in their interviews, it is
possible to see that the tool allowed them to understand the
outcomes of the model, as well as how it was working. Fur-
thermore, they were able to identify relevant strategies they
could take to improve the model, and make changes in that
direction. In other words, Explain-ML’s black-box explana-
tion approach, based on outcome explanation and model
inspection was well received by users and generated posi-
tive indicators of how it could be successfully used in ML
modeling.
The current implemented version of Explain-ML offers

only Random Forest modeling. The reason for this decision
was that, in a human-centered machine learning approach
it made sense to evaluate one model, and its potential use
and adoption by users, before investing in including all the
other models. Nonetheless, the visualizations available are
not specific to RF model and could be equally useful with
many other ML models.
The approach adopted to evaluate the explainability of the

tool can be considered in most part model agnostic (inde-
pendent of models), since the visualizations of the aspects
that involve the explanations mostly apply to several other
models (e.g., database statistics , effectiveness metrics, im-
portance of features for the model and instances, confusion
matrix, etc.). For the configuration of other models, e.g. neu-
ral networks, the parameterization issue would be different,
but that is not the main point of the tool.
For the inclusion of other models, in addition to the issue

of parameters, it is possible to include some more specific vi-
sualization of the model itself (e.g., visualization of network
layers), but this would be complementary to the already exist-
ing visualizations, helping incrementally from a perspective
multiperspective.
Participants expressed great interest in Explain-ML and

considered it relevant and useful, which indicates that it
would be valuable to continue this research and the devel-
opment of the tool.
The goal to continue developing Explain-ML as a model

agnostic tool was also reinforced by the (spontaneous) sug-
gestions made by many of the participants to include other
classification models in the tool. Furthermore, throughout
the evaluation participants made other relevant suggestions
on how to improve not only the explanations – suggesting

https://www.lemonade.org.br/index-en.html
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more information in some of the visualizations, or even new
visualizations, but also on the interactive process, comment-
ing on aspects that would be interesting to allow users to tai-
lor to their own needs. Moving forwardwith our research and
the development of Explain-ML, all of themwill be carefully
considered.
Finally, participants praised the focus on the tool’s interac-

tivity – not requiring any coding in any step of the process,
and usability. They pointed out that these decisions would
benefit not only the intended knowledgeable user, but could
also allow for a broader use of Explain-ML.
Although the user evaluation was very useful to gener-

ate insights about our proposed multi-perspective approach
and the Explain-ML tool, we must acknowledge its limita-
tions. Our research adopted a qualitative method with the
goal of exploring users’ perspectives in-depth. However, as
is the case with qualitative methodologies [Lazar et al., 2017;
Flick, 2008], the evaluation involved a small number of par-
ticipants (6), in a specific context, which by design is not
generalizable. Furthermore, even though a small number of
participants is adopted both for interaction design with fo-
cus on the interface [Preece et al., 2019], and qualitative re-
search [Lazar et al., 2017], it may be biased and not repre-
sent all potential users of the system. As future steps in this
research, we intend to conduct broader evaluations, includ-
ing more participants, with more diverse backgrounds and
levels of experience in ML. These new studies are intended
in the future steps of this research, and their results will be
contrasted with the current ones.

8 Conclusion
In this work, we have presented our HCML approach to gen-
erating a multi-perspective interpretable system to support
the generation of an ML model interactively and a system
based on our approach - Explain-ML. Our in-depth evalua-
tion of Explain-ML has shown that it provides users with a
broad exploration space for interpretability questions. This
space can be flexibly exploited considering the users’ own
goals, background and expectations. Results also demon-
strated that we have achieved the vast majority of the goals
we have set for our tool, as ultimately demonstrated by the
users’ enthusiasm in using Explain-ML in their own activi-
ties. We held a discussion about the evaluation performed
[Lopes et al., 2021], grounded by IML principles [Dud-
ley and Kristensson, 2018]. The discussion describes how
Explain-ML fulfills each of those principles and the target
users needs regarding ML interpretability. And how those
needs align with the principles.
The requirements generated from this research can be use-

ful to other researchers and developers interested in explain-
ability systems who can build on them to generate new sys-
tems or evaluate existing systems. Our multi-perspective ap-
proach proposes a combination of broad and complementary
perspectives that can be useful to guide the analysis, evalua-
tion and reposting of Machine Learning models in research.
They also can be applied to multiple models and contexts.
Our proposed tool, although not yet available, has epistemic
potential, and its development is guided by demands from
MLmodel users. Our in-depth evaluation of Explain-ML has

shown that it provides users with a broad exploration space
for interpretability questions. These results can be useful to
other researchers in considering different perspectives for ex-
plainability visualizations and tools.
We believe that we have advanced the state-of-the-art

in Explainable Learning by putting the user center stage,
from the inception, to the design and evaluation of a multi-
perspective approach, and system based on this approach.
Explain-ML allows users to, based on the knowledge they
acquired through the visual explanations (including the his-
torical views), make changes in the models in a virtuous cy-
cle of “understand-by-doing”.
Furthermore, Explain-ML’s ease-of-use, with no need for

any coding, along with its appreciated aesthetics, were high-
lighted several times as major positive assets. This means
that a natural venue for investigation is experimenting with
the tool with less ‘knowledgeable’ users in real-world ML
projects and different tasks.
Another venue for investigation is to compare Explain-

ML to other tools with similar goals. In a previous study
[Lopes et al., 2022], we have compared Explain-ML to our
analysis of three other systems: Rulematrix [Ming et al.,
2019], Explanation Explorer [Krause et al., 2017] and ATM-
Seer [Wang et al., 2019]; regarding how they address the In-
teractive Machine Learning Principles proposed by [Dudley
and Kristensson, 2018]. Moving forward it would be inter-
esting to compare (qualitatively and quantitatively) Explain-
ML and other tools with similar goals (e.g. LIME, SHAP
and Lemonade) regarding their support to users modeling de-
cisions.
We are currently working on a new version of Explain-ML

that includes additionalMLmodels and visualizations. In the
future, we will make available an open Python Code for this
project, to allow users to make personalizations and easily
manipulate the tool.
With the new version of Explain-ML we will perform a

more extensive evaluation were users will evaluate the tool
for a longer period and compare its results with other explain-
ability tools, in order to evaluate the ML results obtained us-
ing each tool. With that wewill be able to evaluate with quali-
tative and quantitative measures: (1) If the multi-perspective
approach contributes to a better understanding of ML mod-
els and their results; (2) which perspectives do we draw most
conclusions individually or combined; (3) the most appropri-
ate perspectives inherent to the model and the problem; (4)
how do perspectives relate to explaining the ML model and
(5) what information is gained from each visualization pre-
sented.
Other future tasks involve taking into the account several

suggestions often mentioned in the experiments, such as the
inclusion of visualizations for statistical significance tests, vi-
sualization of features importance per class and the inclusion
of other MLmodels, taking into consideration their specifici-
ties (hyperparameters, specific visualizations).
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