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Abstract Most large public datasets containing cyclists for training detectors based on Deep Learning have anno-
tations for bicycles and people, but not for cyclists. Even when it is not the case, the quality and quantity of the
images are limited. To overcome these limitations, we propose the new OpenImages Cyclists dataset, built through
the pre-selection of images from the OpenImages set and a new algorithm for semiautomatic generation of cyclist
annotation aided by people and bicycle detectors. A cyclist detector trained with this dataset achieved identification
rates up to 78% and 89% in two different sets of images obtained from security cameras at USP, Campus São Paulo
- Capital.

Keywords: Deep Learning; Object Detection; Online Object Detection; Real Time Monitoring; Cyclist Detection

1 Introduction
In traffic, a good automated detection of cyclists increases
the safety of the cyclist, pedestrians, and vehicles. Cyclists
are vulnerable users of public roads [Li et al., 2016] and, like
pedestrians, are subject to risky situations, but with different
speed and space occupation [Masalov et al., 2019]. In addi-
tion, in the context of road monitoring by security cameras,
there are specific rules for the circulation of cyclists, differ-
ent from the rules for pedestrians and motor vehicles.
Automated object detection has been widely studied in

several scenarios, such as automated monitoring of public
roads by security cameras and autonomous driving, mainly
with deep learning methods [Santhosh et al., 2020]. This
technique is one of the most successful in object detection,
mainly due to its [Zhang et al., 2021] generalization prop-
erty. However, detection quality in deep learning models de-
pends on large quantity, quality and variability of training
data [Zhou et al., 2017].
There is a large amount of data in publicly accessible

databases to train deep learning models that recognize and
locate people, bicycles, vehicles, and several other objects.
For example VOC-Pascal [Everingham et al., 2010], COCO
[Lin et al., 2014], andOpen Images [Kuznetsova et al., 2020].
In the case of a cyclist, there is little data available and the
few sets that exist, such as Tsinghua-Daimler [Li et al., 2016]
and Specialized Cyclist [Masalov et al., 2019] were collected
with a camera mounted in front of a vehicle in restricted ge-
ographic regions, which recorded cyclists at an angle very
different from that commonly found on security cameras (i.e.
on high poles and pointing downwards). This, as demon-
strated in section 4, negatively affects generalizability to se-
curity camera environments. The set MIO-TCD [Luo et al.,
2018], although coming from security cameras, contains just

under two thousand images of bicycles including the driver
in the same annotation. These images are of low resolution
and low quality, since they contain a lot of video compres-
sion artifacts, aside from the cyclists appearing, in general,
very small and with little details.
Training an object detector to be capable of accurately lo-

cating people and bicycles may not be enough for the correct
identification of cyclists. A cyclist is a composite object re-
sulting from a specific interaction of a person riding a bicy-
cle. For example, a person standing next to a bicycle is not
a cyclist, nor is a person pushing a bicycle on the sidewalk.
Thus, it is necessary for the cyclist detector to learn, in addi-
tion to the characteristics of a bicycle, the characteristics of a
person in the specific position of riding the bicycle, possibly
wearing clothing and protective equipment suitable for this
practice.
The Open Images dataset provides approximately 18,000

images containing cyclists, of which about a third have all
of the bicycles shown in each image duly annotated, that
is, bounding boxes without cutting parts of the objects and
with the minimum size required. For those same images,
few people were annotated or had bad bounding boxes. It
is very important that most of the target objects in the same
image are annotated so that a detector based on deep learn-
ing can satisfactorily learn to identify them. Alternatively,
people detection can be done with models trained on the
COCO dataset. For example, the object detector YOLOv4
[Bochkovskiy et al., 2020] provides configuration of weights
pre-trained exhaustively in COCO, thus eliminating the need
to manually annotate people in images containing cyclists
from Open Images.
Thus, this article presents a new algorithm for the semi-

automated generation of annotations of cyclists present in a
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COCO Open Images MIO-TCD

Tsinghua-Daimler Specialized Cyclist Detection
Figure 1. Example images from public datasets for object detection, with annotations.

subset of public images available on Open Images. Through
a manual pre-selection of images containing people riding a
bicycle with the bicycles well annotated, in addition to the
aid of the object detector YOLO pre-trained in COCO for the
automated detection of people, this algorithm associates peo-
ple in a riding position with their respective bicycle to gener-
ate cyclist annotations, completely eliminating the need for
manual annotations.
The main contribution of this article is OpenImages Cy-

clists, a new dataset based on a subset of images from Open
Images containing annotations of cyclists. When training
YOLO on this new dataset, we obtained significantly bet-
ter results compared to when we trained this model on the
other datasets that contain cyclists’ annotations. Through the
transfer learning technique [Zhuang et al., 2020], the environ-
ment chosen to validate the results obtained was the Campus
Cidade Universitária Armando Salles de Oliveira of the Uni-
versity of São Paulo (USP), located in the Butantã district, in
São Paulo, and known as Campus São Paulo - Capital. This
campus has a large real-time monitoring infrastructure [Fer-
reira et al., 2018] and has restrictions on days and times for
the practice of sport cycling. Due to its size of approximately
3,650,000 m2, automated cyclist monitoring makes a great
contribution not only to safety but also to the good coexis-
tence of cyclists, pedestrians and cars.
The rest of this article is organized as follows: in section 2

we present a discussion of the main related works; in section
3 we present the details of the proposed dataset as well as
construction details; in section 4, we show that the proposed
dataset allows the training of cyclist detectors with greater
generalization capacity for the environment of USP, Campus
São Paulo - Capital; finally, section 5 brings conclusions and
possibilities for future works.
This article is an extension of the article (in Portuguese):

”OpenImages Cyclists: Expandindo a Generalização na De-
tecção de Ciclistas em Câmeras de Segurança” presented at
SBBD2022 - Full Papers [Nardi et al., 2022]. Section 2 was
extended as a result of a broader discussion regarding the
main related works, section 3 was extended to better reflect
the motivation of the process employed to tackle the chal-

lenge of monitoring cyclists by security cameras, and sec-
tion 4 was extended with a new experiment to evaluate the
generalization capacity for the USP environment on a larger
amount of data, with a custom detector trained with the pro-
posed dataset.

2 Related Works

2.1 Cyclist Detection

Several articles published in recent years have studied the de-
tection of pedestrians, cyclists andmotor vehicles, mainly us-
ing approaches based on computer vision, deep learningmod-
els or sensors, with regard to the evolution of autonomous ve-
hicles and the safety of vulnerable road users. However, to
the best of our knowledge, few articles have studied the de-
tection of cyclists for the purpose of monitoring public roads.
Zou et al. provide a comprehensive analysis of research

over the last 20 years in the field of object detection at [Zou
et al., 2023], covering topics such as milestone detectors, de-
tection datasets, metrics, and state-of-the-art detection meth-
ods, among others.
In [Vasconcelos et al., 2016b], the authors draw a paral-

lel between computer vision and the Deep Neural Network
for the detection task, applied to a pedestrian detector. In
[Vasconcelos et al., 2016a], they seek to improve the gener-
alization of pedestrian detection in open scenarios through
data enrichment, and this method can be applied to other de-
tectors. [Joseph et al., 2021] also studies the object detection
problem in the open world and provides a solution based on
contrastive clustering and energy based unknown identifica-
tion.
The article [Ku et al., 2019] presents a monocular 3D ob-

ject detection method with the reconstruction of 3D objects
from detections in a 2D scene and this method is validated in
the KITTI benchmark used for autonomous driving applica-
tions, including pedestrian and cyclist classes. In [Fan et al.,
2022] and [Saleh et al., 2017] the authors address the detec-
tion of 3D objects based on LiDAR (Light Detecting And
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Figure 2. Images (duly anonymized) of Campus São Paulo - Capital (USP).

Ranging) for autonomous driving, in [Fan et al., 2022] they
seek to remedy the loss of information from downsampling
when the ratio between object size and scene size input is sig-
nificantly smaller compared to 2D detection cases such as in
the case of cyclists.
Other approaches aimed at pedestrian and cyclist safety

on public roads are presented in [Vial et al., 2023], with the
use of mobile sensors for traffic tracking applications, and
in [Abadi et al., 2022], [Fang and López, 2020] and [Ahmed
et al., 2019]who propose prediction of cyclist behavior by au-
tonomous vehicles or driver assistance systems, using deep
neural networks, which investigate movement tracking and
pose estimation. In [Pool et al., 2019] the authors propose
a neural network that identifies contextual information for
cyclist path prediction by autonomous vehicles
Researchers have studied ways to encourage greater use of

roads by cyclists, aiming at green mobility and eco-driving
in urban areas, as in [Dabiri et al., 2022]. The increased use
of public roads by cyclists makes the issue of safety for this
type of user more urgent, increasing the importance of cor-
rect detection of cyclists.

2.2 Datasets
Over the last few years, several public datasets composed
of thousands of images with different classes of annotated
objects have been created. These sets have accelerated the
evolution of deep learning algorithms for object detection.
Datasets likePASCALVisual Object Classes (VOC) [Evering-
ham et al., 2010], Microsoft COCO [Lin et al., 2014], Open
Images [Kuznetsova et al., 2020; Krasin et al., 2017], MIO-
TCD [Luo et al., 2018], Tsinghua-Daimler [Li et al., 2016],
and Specialized Cyclist Detection [Masalov et al., 2019]
contains images with objects annotated in everyday scenes
in which these objects are presented in their natural con-
texts. The VOC-PASCAL, COCO, and Open Images datasets
are general purpose datasets composed of images gathered
from all over the internet, while the others are task specific,
with annotations of objects of a class or a specific group of
classes. The MIO-TCD dataset is tailored for traffic mon-
itoring through traffic cameras, and the datasets Tsinghua-
Daimler and Specialized Cyclist Detection are focused on
cyclists, for application in assisted or autonomous driving
scenarios using cameras in vehicles.

VOC-PASCAL has 11,540 images with 27,450 objects la-
beled in 20 classes, including 603 images with a bicycle,
COCO has 328,000 images with 2.5 million objects labeled
in 91 classes, around 7 thousand images with a bicycle and
Open Images has about 9 million images with 16 million ob-
jects annotated in 600 classes, with about 18 thousand im-
ages with a bicycle. These datasets are often used in com-

petitions to further the development of computer vision with
deep learning methods, including object detection.

MIO-TCD is a dataset for vehicle classification and loca-
tion, subdivided into images for classification and images for
object detection, acquired by traffic surveillance cameras de-
ployed across Canada and the United States. In MIO-TCD-
Classification the images are clippings of scenes containing
a single object of interest and inMIO-TCD-Localization the
images are complete scenes, similar to those of the other
datasets. It contains 137,743 images with 416,277 objects
annotated in 12 classes, with 1,933 images with a bicycle,
whose annotation also includes the person riding it, coincid-
ing with our definition of a cyclist. Luo et al. trained and
evaluated the location of vehicles with this data set, using the
methods Faster R-CNN [Ren et al., 2015], SSD [Liu et al.,
2016], YOLO [Redmon et al., 2016; Redmon and Farhadi,
2017], method by Wang et al. [Wang et al., 2017], and
method by Jung et al. [Jung et al., 2017].

Tsinghua-Daimler has 30,406 images in total, with 22,161
annotated cyclists. Their images were recorded by a cam-
era mounted on a moving vehicle in Beijing’s urban traf-
fic for about 6 hours spread over 5 days, in an area with a
high concentration of cyclists and pedestrians. Xiaofei et
al. evaluated detectors based on ACF [Dollár et al., 2014],
DPM [Felzenszwalb et al., 2010] andR-CNN [Girshick et al.,
2014] with this dataset for the detection of cyclists. There
were three groups of tests with the set divided into easy, mod-
erate and difficult, depending on the level of occlusion and
proportion of the size of the cyclists in relation to the image.

Specialized Cyclist Detection has 62,297 images in total,
with 30 different cyclists, and about 18,200 annotated cy-
clists. The images of the dataset were recorded by a cam-
era mounted on a vehicle in two different locations, with two
different weather and lighting conditions. This set contains
images with easy, moderate and difficult detection levels, de-
fined by the cyclists’ occlusion level, however, Masalov et
al. did not evaluate any detection method with this dataset.

While the aforementioned publicly available datasets con-
tributed significantly for advancements in cyclists detection
and traffic monitoring, they fail to attain good generaliza-
tion when evaluated on a large and diverse CCTV network
as USP EMS. To overcome this limitation, the new OpenIm-
ages Cyclist dataset, presented in this article, which was built
from Open Images, is more comprehensive for cyclist detec-
tion than public datasets specialized in cyclists. The images
fromOpen Imageswere collected from theFlickr image shar-
ing community and have different viewing angles and varied
scales and dimensions [Kuznetsova et al., 2020]. Figure 1
presents some samples of images of the mentioned datasets.
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3 OpenImages Cyclist Dataset
The new dataset OpenImages Cyclists was created to enable
the detection of cyclists in security camera images, especially
in the environment of USP, Campus São Paulo - Capital. As
presented in section 4, this dataset not only allowed the train-
ing of a cyclist detector with a very good performance in
the USP images (Figure 2) but also presented competitive
results in the other sets of data containing cyclists. In this
section, we present the construction details of this dataset.

3.1 Motivation
Deep learning methods tend to work well with plenty of la-
beled training data whose probability distribution is the same
as the test data. However, in many real-world situations,
there is not enough annotated data available for proper train-
ing and testing, and obtaining more data is both difficult and
time-consuming to annotate. The use of transfer learning
[Zhuang et al., 2020] can mitigate this problem. This is a
methodology that allows the transfer of knowledge acquired
from a source domain to a related target domain, even with
different distributions between them.
In the case studied, images of cyclists obtained by cam-

eras installed in vehicles constitute a domain while images
of cyclists obtained by security cameras constitute another
domain. Both are related but have different distributions. A
cyclist’s appearance in images from each of these domains
can be very different due to different camera angles.
Although we have being collecting hundreds of hours of

surveillance footage on the USP campus, that data is not la-
beled. Annotating data with bounding boxes on the objects
of interest is a very strenuous and prone to error task when
carried out manually. Hence the need for a tool that leverages
transfer learning to assist in this process.
Of the datasets with images of cyclists that were found to

be publicly available, Tsinghua-Daimler and Specialized Cy-
clist Detection were created mainly for use in autonomous
driving projects and only contain images obtained by cam-
eras in vehicles, and MIO-TCD was created to aid the mon-
itoring of various types of vehicles on highways by surveil-
lance cameras and contains few images of interest, in which
cyclists, in general, appear in reduced size or the image qual-
ity is low.
Another dataset used for training object detectors with a

large amount of data is Open Images, which contains many
images of cyclists, under themost diverse observation angles.
Therefore, the distribution of data relating to cyclists in this
set is closer to the distribution of data obtained by security
cameras. However, in this dataset there is no cyclist annota-
tion and many images contain either the bicycle or the rider
annotated (sometimes neither). For each cyclist, there can be
two annotations, bicycle and person, whose bounding boxes
intersect.
There are several transfer learning approaches that can be

applied to solve a variety of problems and can be interpreted
from a model or data perspective. A possible data-based ap-
proach focuses on knowledge transfer by transforming or ad-
justing data in order to reduce the distribution difference be-
tween instances of the source domain and the target domain.

Considering the difficulty in obtaining annotated data to
train cyclist detectors and the proximity between the distri-
butions of the Open Images dataset and the data of interest,
we created the labels for the cyclists of the subset of interest
of the Open Images with a semiautomatic semi-automated
process. We built the OpenImages Cyclist dataset from a se-
lection of Open Images images with the new annotations.
This strategy proved to be valid since theOpenImages Cy-

clist dataset allowed the training of a deep learning model to
detect cyclists in security camera images with greater pre-
cision than those obtained by training models with other
datasets, as shown in section 4.

3.2 Dataset Construction
Of the almost 18,000 images with bicycles annotated
by bounding boxes available in Open Images v6 (as of
05/08/2019), about 1/3 feature sport cyclists in various sce-
narios [Krasin et al., 2017]. The images in this set contain
many bicycles that are not annotated. Also, most person an-
notations on these same images are inaccurate or missing.
We manually selected images containing cyclists with cor-

rectly annotated bicycles. From this selection, we obtained a
set of approximately 6,000 images with cyclists and their re-
spective bicycles annotated, without considering the person
annotations, at this time. With the aid of the YOLOv4 ob-
ject detector, exhaustively pre-trained on the COCO dataset,
we automated the creation of new annotations for the person
in this obtained dataset. We then performed a visual sam-
pling assessment (about 1200 randomly selected images) to
primarily ensure that people riding bicycles were satisfacto-
rily detected. According to [Robert et al., 2022], YOLOv4 is
among the best performing detectors in terms of mean accu-
racy over the COCO dataset, which contains a large number
of annotated person instances (262,465), proving to be suffi-
cient for our experiments.
To generate cyclist annotations, once the annotations of

bicycles and people have been obtained, it is necessary to
correctly associate each rider with their respective bicycle.
Algorithm 1 automatically makes this composition of annota-
tions based on the intersection between people and bicycles,
using the Intersection over Union (IOU) metric for this. This
technique consists of calculating the intersection area divided
by the area of the union between two bounding boxes (per-
son and bicycle). The result is a value between zero and one,
in which zero represents no intersection and one represents
that one bounding box is fully enclosed by the other.
Algorithm 1, described below, starts by receiving as input

a list of images along with the bicycle annotations of the pre-
selected images and returns the bicycle annotations for these
same images (line 1). For each input image, bicycle anno-
tations are placed in the bikes_bb list (line 5) and the image
is subjected to person detection (line 6). Then, for each bi-
cycle, the algorithm goes through the list of people found in
that image and computes the IOU for all person-bicycle pairs
(lines 7-16). The largest IOU found most likely corresponds
to the person riding the bicycle. Both people and bicycles
for which there is no intersection with their complementary
classes are discarded. (e.g. person in the background watch-
ing cyclists or an occasional bicycle without a rider). The
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new cyclist annotations correspond to the smallest bounding
boxes resulting from the union of the annotations of each bi-
cycle with its respective rider.

Algorithm 1 Algorithm for automated generation of cyclist
annotations
Input: List of images with annotated bicycles
Output: List of images with annotated cyclists
1: L←List of images with annotated bicycles
2: C ← ∅ ▷ List of cyclist annotations by image
3: for i ∈ L do
4: cyc_bb← ∅
5: bikes_bb← bike_annotations(i)
6: persons_bb← detect_person(i)
7: for b ∈ bikes_bb do
8: max_iou← 0
9: p_tmp← ∅
10: for p ∈ persons_bb do
11: iou← calculate_iou(b, p)
12: if iou > max_iou then
13: max_iou← iou
14: p_tmp← p
15: end if
16: end for
17: if max_iou > 0 and p_tmp ̸= ∅ then
18: c← join_bb(b, p_tmp)
19: cyc_bb.append(c)
20: end if
21: end for
22: C.append(i, cyc_bb)
23: end for
24: return C

Figure 3 illustrates how this process works, in which the
Subfigure 3a contains bicycle annotations from Open Im-
ages. Subfigure 3b is the result of person detection, contain-
ing the person riding the bicycle and also a spectator. The
shaded region in Subfigure 3c corresponds to the intersec-
tion area between the two objects. Finally, in Subfigure 3d
a new cyclist annotation is generated and the person detected
in the background is discarded.

3.3 Dataset Overview

The automated generation of cyclists’ annotations resulted in
5,463 images with 15,597 instances of cyclists in everyday
scenes. Each image contains an average of three cyclists,
most of whom have some degree of occlusion or are trun-
cated. Only 545 cyclists appear in full view. Image resolu-
tions are varied, for example, 1024 x 494, 852 x 768, 1024 x
1024. The relative size of cyclists is also quite varied, occu-
pying from 0.3% tomore than 90% of the image area. During
the training of the cyclist detector, as presented in section 4,
this data is dynamically divided between training and testing
with a ratio that can vary from 80/20 to 90/10 based on the
strategy of K-Folding. The annotations of cyclists produced
in this article, as well as the indication of the images used,
are available at https://data.ime.usp.br/oic.

(a) Bicycle (b) Persons
annotation annotations

(c) Intersection (d) Cyclist
between annotations annotation

Figure 3. Composition of bicycle and person annotations to create cyclist
annotation (Source Open Images). Person in the background without a bicy-
cle (IOU = 0) is discarded in the final result (OpenImages Cyclist dataset).

4 Experimental Results
We performed some experiments to compare the new dataset
with other datasets containing annotations of cyclists. Only
images with annotations of cyclists were part of the exper-
iments. We used 5463 images from OpenImages Cyclists,
1933 images from MIO-TCD-Localization, 13655 images
from Tsinghua-Daimler and 7687 images from Specialized
Cyclist Detection.
The object detection model chosen to evaluate OpenIm-

ages Cyclists was YOLOv4. According to [Bochkovskiy
et al., 2020], version 4 of YOLO is presented as an effi-
cient object detection model, created from the composition
of state-of-the-art methods. They compare it to other state-
of-the-art object detectors using the COCO dataset and find
that YOLOv4 is superior to the fastest and most accurate de-
tectors in terms of frame rate processed (FPS) and aver-
age precision (AP ). Also according to [Bochkovskiy et al.,
2020], YOLOv4 is twice as fast as EfficientDet [Tan et al.,
2020] with comparable performance and improves the AP
and FPS of YOLOv3 [Redmon and Farhadi, 2018] by 10%
and 12%, respectively.
Zaidi et al. have done an in-depth look at the top deep

learning based object detectors at [Zaidi et al., 2022], pro-
viding a comprehensive review of this type of detector. They
considered YOLOv4 the state-of-the-art for real-time single-
stage detectors. They evaluated the performance of the mod-
els based on the results of their articles, comparing average
precision and frames per second processed in inference time.
Considering the best compromise between accuracy and

speed of the object detectors evaluated by both [Bochkovskiy
et al., 2020] and [Zaidi et al., 2022], in our experiment we



Improved generalization of cyclist detection on security cameras with the OpenImages Cyclists dataset Nardi et al. 2023

Figure 4. Images (duly anonymized) from other cameras on Campus São Paulo - Capital (USP)..

used only YOLOv4 to evaluate and compare the datasets.
One of the objectives of this article is to provide a solution
that can run in real time in the USP camera monitoring envi-
ronment.
For the sole purpose of testing a cyclist detector trained on

the new OpenImages Cyclists, we created the USP Cyclists
dataset with images obtained from the security cameras of the
monitoring infrastructure of the Campus São Paulo - Capital
(USP). In this first experiment set, 284 images with an aver-
age of 4 cyclists per image were manually annotated. These
images, similar to those illustrated in Figure 2, in general,
depict scenes with sport cyclists. Later, a larger set of USP
images was annotated for a new experiment.
At first,USPCyclists’ cardinality may seem insufficient to

assess the generalization ability of the detectors evaluated in
section 4.3. However, these images are a sample with a uni-
form distribution of data collected from June 2021 to Febru-
ary 2022 by nine cameras positioned at different locations
and angles on the USP campus. The dataset proposed in this
article was used to help annotate other registered cyclists on
the USP campus and create a larger dataset used in a new
experiment.

4.1 Methodology
The first experiment consisted of training detector models
with the standard YOLOv4 network in each of the datasets
and subsequent evaluation of the average precision (AP ),
considering IOU ≥ 0.50, of each model for detecting cy-
clists across all datasets. The training was done using the
k-folding technique for k = 5 (80% of data for training and
20% for testing) in 21,000 batches of 64 images, totaling 266
epochs. We present the results in Table 1.
The second experiment consisted of the evaluation of AP ,

considering IOU ≥ 0.50, Precision, Recall, F1 − score,
TP (true positive classifications),FP (false positive classifi-
cations), andFN (false negative classifications) of the detec-
tors for detecting cyclists in USP Cyclists dataset. USP Cy-
clists dataset was used exclusively for evaluating the general-
ization of the detectors, therefore, it was not used for training
any detection model. We present the results in Table 2.
In the third experiment, we trained a model with all

images of cyclists from the sets MIO-TCD-Localization,
Tsinghua-Daimler, and Specialized Cyclist Detection com-

bined (23,275 images) and evaluated the detection of cyclists
in USP Cyclists dataset, obtaining AP , with IOU ≥ 0.5, of
65.21%, which is smaller than the AP of detection of cy-
clists, in this same set, of the model trained in OpenImages
Cyclists (AP = 77.98%)
Complementarily, in the fourth experiment, also using

USPCyclists dataset for evaluation, the change from IOU ≥
0.5 to IOU ≥ 0.75 caused a different reduction of AP in
each model, depending on the dataset used for training. The
model trained with OpenImages Cyclists reduced it in 30%,
the one trained withMIO-TCD-Localization, in 50%, the one
trained with Tsinghua-Daimler, in 44%, and the one trained
with Specialized Cyclist Detection, in 48%. This experiment
shows that the proposed dataset, in addition to generalizing
better than the other datasets for cyclist detection, as pre-
sented in the 4.3 section, is also more accurate.

4.2 Larger Dataset Experiment
With the help of the dataset proposed in this article, we cre-
ated the Larger USP Cyclists dataset, with 2000 images ob-
tained from security cameras of the monitoring infrastructure
of Campus São Paulo - Capital (USP) with 4084 annotations
of cyclists, similar toUSP Cyclists dataset, but with a greater
number of instances. We intended to evaluate and compare
the generalization capacity of the cyclist detectors described
in the 4.3 section in a larger dataset with a more detailed anal-
ysis. This dataset was also used exclusively for evaluating
the generalization of the detectors, not being used for train-
ing any detection model.
Using a detector trained with the standard YOLOv4 net-

work on the OpenImages Cyclists dataset, we generated an-
notations of cyclists for the images collected by the nine cam-
eras positioned at different locations and angles on the USP
campus, which is a source similar to that of the USP Cyclists
dataset. used in the evaluation of the 4.3 section.
From these annotated images, we obtained a random sam-

ple with uniform distribution, whose automatic generated an-
notations were manually verified and corrected. This sample
constituted the Larger USP Cyclists dataset, whose images
are similar to those illustrated in Figure 2 and Figure 4 and
portray both sports and non-sports cyclists, the former being
the majority group.
The experiment consisted of the evaluation of AP , con-
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Table 1. Comparison between detector performance (AP)

OIC MIO Daimler Specialized
YOLOOIC 86.37% 99.72% 63.19% 82.33%
YOLOMIO 35.34% 92.84% 10.85% 59.39%
YOLODaimler 63.02% 27.41% 73.59% 81.08%
YOLOSpecialized 76.93% 36.35% 48.49% 96.01%

Table 2. Capability to generalize the detectors to USP Cyclists dataset

YOLOOIC YOLOMIO YOLODaimler YOLOSpecialized
AP 77.98% 52.82% 29.36% 40.06%
Precision 0.93 0.86 0.81 0.85
Recall 0.71 0.48 0.21 0.34
F1-score 0.80 0.62 0.33 0.48
TP 494 336 146 236
FP 39 53 35 41
FN 203 361 551 461

sidering IOU ≥ 0.50, Precision, Recall, F1−score, TP ,
FP , and FN of the detectors for detecting cyclists in Larger
USP Cyclists dataset. We present the results in Table 3.
Figure 2 and Figure 4 illustrates camera positions found

in the USP Campus environment, fromwhich the data for the
experiments were obtained.

4.3 Results analysis
For identification in Table 1, Table 2 and Table 3, we
name the detectors trained with images originating from
the datasets OpenImages Cyclist, MIO-TCD-Localization,
Tsinghua- Daimler and Specialized Cyclist Detection, re-
spectively, as YOLOOIC, YOLOMIO, YOLODaimler and
YOLOSpecialized. For the same data sets, we identify their re-
spective test sets by OIC, MIO, Daimler and Specialized.
Table 1 presents the comparison between the performance

of the detectors. In the rows are the detectors and in the
columns are the test datasets. Each cell shows AP of the
detector indicated in the respective row for detecting cyclists
in the test set images indicated in the respective column. The
main diagonal represents the cases in which the test set and
the training set come from the same dataset and contains, in
general, the largest values of AP , per column. This is ex-
pected, as the images from both sets have the same probabil-
ity distribution. The MIO exception is possibly due to the
relatively small number of cyclists in the YOLOMIO training
data.
We also observe from Table 1, that the YOLOOIC detec-

tor has better AP for cyclist detection in all test sets, except
for the diagonal cases. This result corroborates the initial hy-
pothesis that, with the use of good quality images, with good
variability and good annotations, it is possible to train more
accurate object detectors and, in the case of the USP images,
resulting in a more generalizable model.
Table 2 presents the generalization capability of the detec-

tors for the USP domain. In the columns are the detectors
and in the rows are the metrics regarding the performance of
each detector to find out cyclists in the USP Cyclists dataset.
Greater AP and F1 − score of the YOLOOIC detector for
detecting cyclists in USP Cyclists dataset, reinforces the bet-

ter generalization capacity of the detector trained with the
OpenImages Cyclist dataset, already indicated by Table 1.
In addition, the good performance of the YOLOOIC detector
inUSPCyclists allows its application inmonitoring the roads
of Campus São Paulo - Capital of USP for the detection of
professional cyclists.
The lower generalization capacity of the other detectors

can possibly be explained by the small number of cyclists
in the YOLOMIO training data, by the little variability of the
scenes in the YOLODaimler and YOLOSpecialized training data,
being a little larger in the latter, and due to the difference
in observation angles between the images of MIO and USP
Cyclists in relation to Daimler and Specialized
Table 3 also presents the generalization capability of the

detectors for the USP domain, similar to Table 2, but consid-
ering a larger set of images. In the columns are the detectors
and in the rows are the metrics regarding the performance of
each detector for identifying cyclists in the images of Larger
USP Cyclists dataset.
Comparing Table 3 with Table 2, the values of AP , re-

call and, consequently, F1-score of all detectors were higher
with the Larger USP Cyclists dataset than with the USP Cy-
clists dataset. This is due to adjustments in the settings of
some cameras to improve the overall quality of images (e.g.
reduced the amount of motion blur in low light conditions,
slightly improved contrast and sharpness), and a larger num-
ber of images from the Larger USP Cyclists dataset. An ex-
ample of the improvement achieved is shown in Figure 5.
This adjustment may have made the images more suitable

for the detector trainedwith the Specialized Cyclist Detection
dataset, which would explain the greater difference for the
YOLOSpecialized in the two tables.
The highest values of the metrics AP and F1 − score,

for the YOLOOIC detector in relation to the other detectors,
found in Table 3, as well as Table 2, confirm its better gener-
alization capacity, already indicated by Table 2, and its use-
fulness in monitoring cyclists on the streets of Campus São
Paulo - Capital of USP.
In Table 2 the Precision metric was better for YOLOOIC,

although it was greater than 80% for all detectors. This same
metric was similar across detectors in Table 3, except for
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Table 3. Capability to generalize detectors to Larger USP Cyclists dataset

YOLOOIC YOLOMIO YOLODaimler YOLOSpecialized
AP 89.01% 67.07% 38.61% 80.70%
Precision 0.89 0.90 0.92 0.79
Recall 0.88 0.60 0.26 0.78
F1-score 0.89 0.72 0.41 0.79
TP 3594 2453 1062 3187
FP 441 273 93 846
FN 490 1631 3022 897

old image new image
Figure 5. Images (duly anonymized) from the same USP camera exempli-
fying the improvement achieved by adjustments to its settings.

YOLOSpecialized, because despite having a high rate of correct
positive classifications, it had the highest rate of incorrect
positive classifications. Considering that the power of hu-
man attention is limited, the rate of 89% of correct positive
classifications of YOLOOIC detector in the identification of
cyclists is of great aid for monitoring by security cameras.
TheRecallmetric was quite different between detectors in

both tables, indicating that the success in the positive classi-
fications of YOLOOIC detector was considerably higher than
that of the other detectors.
A high value of Recall is important in the case of road

monitoring, as a false negative, that is, the non-identification
of a cyclist may pose a greater security risk than a false pos-
itive, that is, an object that is not a cyclist to be identified as
such.
The results of detector YOLOOIC, which was trained on

OpenImages Cyclists dataset, in detecting cyclists in datasets
USP Cyclists and Larger USP Cyclists indicate that dataset
OpenImages Cyclists allows generalization in the detection
of cyclists.
The new dataset OpenImages Cyclists, thanks to its con-

struction process, presents greater diversity in the images
than the other datasets, with variation in the observation an-
gle, size of the cyclist in relation to the image, position, color,
background, number of cyclists. In addition, its images are
of good quality because, in general, Open Images has im-
ages with a great diversity of scenes and of superior quality
than other public datasets in terms of resolution, sharpness
and lighting, as the community Flickr allows for this image
quality [MacAskill, 2018]. Thus, it is expected that mod-
els trained on this dataset will result in more accurate detec-
tors with greater generalization capacity than those trained
on other datasets.

5 Conclusion and Future Works
The new OpenImages Cyclists dataset substantially im-
proved the cyclist detection precision in USP security cam-

era images, a potentially replicable result in similar monitor-
ing environments. The experiment with the larger test set
confirms this result. The variability of the training data, ex-
pressed by the variation in camera positioning, lighting, and
image quality, favors the generalization of detection.
An object detector based on Deep Learning and trained

on this dataset certainly contributes to increasing the safety
of cyclists, who often need to share roads with cars and
pedestrians. The good performance of the YOLOv4 detec-
tor, trained on OpenImages Cyclists, when evaluated on the
Tsinghua-Daimler and Specialized Cyclist Detection datasets
is a strong indication that our dataset could also be applied
in the context of autonomous driving.
The next steps after this article include: 1) the detection of

a cyclist squad, for which the dataset OpenImages Cyclists
will be of fundamental importance; 2) the creation of a new
annotation for classes of objects composed of other objects,
such as motorcyclists, using the same process that was used
to create the annotation of cyclists.
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