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Abstract. Based on openness and transparency for good governance, unimpeded and verifiable access to legal and
regulatory information is essential. With such access, we can monitor government actions to ensure that public fi-
nancial resources are not improperly or inconsistently used. This facilitates, for example, the detection of unlawful
behavior in public actions, such as bidding processes and auctions. However, different public agencies have their
own criteria for standardizing the models and formats used to make information available, as exemplified in the
varying styles observed in municipal, state, and union (federal) documents. In this context, we aim to minimize the
effort to deal with public documents, notably official gazettes. For this, we propose a structure-oriented heuristic for
extracting relevant excerpts from their texts. We then characterize these excerpts through morphosyntactic analysis
and entity recognition. Subsequently, we semantically classify the extracted fragments into “sections of interest”
(e.g., bids, laws, personnel, budget) using an active learning strategy to reduce the manual labeling effort. We also
improve the classification process by incorporating transformers, stacking, and by combining different types of
representations (e.g., frequentist, static, and contextual semantic embeddings). Furthermore, we exploit oversam-
pling based on semi-supervised learning to deal with (labeled) data scarceness and skewness. Finally, we combine
all these contributions in a real-time annotation tool with active learning support that achieves 100% accuracy in
extraction and an overall accuracy of 85% in classification with very little labeling effort.
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1 Introduction
Access to public data is relevant not only to observe the de-
cisions of the federated states1, but also to monitor how pub-
lic policies aimed at the population are defined and imple-
mented, thus making it possible to democratize bidding pro-
cesses and public auctions, as well as to monitor the expenses
of each government agency or institution. In this context,
it is also possible to monitor how public policies aimed at
the population are defined and executed. For example, with
more transparency in bids or auctions, we can detect fraud in
the revenues and expenses of each federal state [Pinto et al.,
2021, 2023; Rangel et al., 2020; Silva et al., 2023].
In Brazil, the Access to the Information Law2, of its 1988

Federal Constitution, ensures full access to public data.
With this law, it became mandatory to make public data

1A federated state is a territorial and constitutional community forming
part of a federation.

2Law No. 12,527 of November 18, 2011, accessed 22 June
2023, http://www.planalto.gov.br/ccivil_03/_ato2011-2014/
2011/lei/l12527.htm.

available on the official websites of each one of the federated
states. In this way, it is possible to propose several analyzes
with the aid of statistical and computational techniques to
monitor government activities, such as, for example, the
detection of fraud in bidding processes.
However, the problem is the lack of legal acts standardiza-

tion, such as different document format types. For instance,
the federated entities adopt different forms of document elab-
oration without the support of a precise official management
model. Furthermore, there are no rules on how documents
must be published on their respective websites, or even la-
bels associated with them for better information retrieval.
This article addresses an effort to deal with two essential

aspects of official government diaries: text segmentation and
semantic classification. The former consists of separating
the text of an official diary into sections. In this way, it
allows us to identify the associated federal entities involved,
the title and the content of the published governmental acts,
and the person(s) responsible for their creation. This is not a
trivial problem, as each document has a specific presentation
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structure with different graphical components (e.g., visual
separators). Regarding the classification task, the aim is to
correctly predict to which class an extracted textual excerpt
belongs, given a predetermined set of categories such as Law,
Bid, Budget or Personnel. In order to address this problem,
we propose an active learning strategy that allows repeated
interactions between the classifier and the annotator, select-
ing a reduced number of the most valuable instances for
training [de Freitas et al., 2010; Campos et al., 2017b; ?].

In our preliminary work [Constantino et al., 2022], we
presented two key contributions that address the aforemen-
tioned problems: we first introduced a heuristic-based strat-
egy that leverages structural aspects to extract text segments
from official diaries, and then we proposed a semantic strat-
egy that utilizes active machine learning and state-of-the-art
transformer classifiers to classify these extracted segments.
Building upon our previous findings, this article expands our
research by providing the following additional contributions:
(i) a more in-depth characterization of our dataset, focusing
specifically on its semantic aspects; (ii) a comprehensive dis-
cussion on the development of a proposed annotation tool,
which works as a Web Service as part of the classification
process; and (iii) extensive experimentation and analysis in-
volving advanced classification strategies, including stack-
ing [Gomes et al., 2021] and the combination of diverse text
representations [de Andrade, Claudio Moisés Valiense and
Gonçalves, Marcos André, 2020]. These strategies aim to en-
hance the classification results and yield further insights. By
elaborating on these aspects, our article offers a more com-
prehensive and detailed perspective on our research, extend-
ing and enhancing our preliminary work.

Initially, our work was subdivided into two fronts, address-
ing the tasks of (1) text segmentation and (2) semantic classi-
fication. The segmentation task is the process of separating
a text into useful blocks, such as sentences, paragraphs, or
sections [Fernandes et al., 2007; Pak and Teh, 2018]. As il-
lustrated in Figure 1, in the context of an official diary, our
interest is to extract excerpts containing the name of a gov-
ernment entity followed by the title/subtitle, body and sig-
natures of a specific document issued by that specific entity
(ex., a municipal decree). Considering that most scenarios
in public administration involve the publication of such doc-
uments in PDF format without annotations, in our previous
work [Constantino et al., 2022] we proposed a heuristic that
explores structural aspects for extracting excerpts from such
documents. Specifically, such strategy explores the distance
between textual elements to identify the margins that delimit
all the contents belonging to it, from lists of characters form-
ing words to a set of lines forming a block. As a result, the
segments had their textual content duly extracted (accuracy
of 100%).

In this work, besides further characterizing and analyzing
our segmentation solutions, we considerably extend the
second step focused on the classification task. The classi-
fication task seeks to predict which class or category the
extracted excerpt belongs to, given a set of pre-existing
categories [Cunha et al., 2021]. For example, if part of an
extracted section includes the text fragment “... RESOLVE:

ART.1º - EXONERAR a servidora ...”3, its class corresponds
toHuman Resources, while a subtitle of an excerpt beginning
with “... Regula o acesso a informações previsto no inciso
...”4 can be considered as belonging to the class of Laws.
More specifically, the classification task takes as input a

set of government acts and, for each one, defines as output
the semantic class it belongs to, considering the following
options: (i) Bids; (ii) Law; (iii) Budget; and (iv) Personnel
(e.g., nominations and other Human resources-related acts).
In this work, we aim to determine which are the best ma-
chine learning techniques to deal with the correct assignment
of the aforementioned semantic classes. As we will see in
the next sections, the most suitable solution consists of ex-
ploiting transformers – a deep learning model that adopts the
mechanism of self-attention – together with an active learn-
ing technique – a strategy that selects the best samples to be
labeled by experts. Indeed, we tested several advanced clas-
sification techniques found in the literature, such as Stack-
ing [Gomes et al., 2021] and a combination of representa-
tions [de Andrade, Claudio Moisés Valiense and Gonçalves,
Marcos André, 2020]. Furthermore, we exploit oversam-
pling based on semi-supervised learning to deal with (la-
beled) data scarceness and skewness. Despite all these ef-
forts, we could not obtain statistically superior results, show-
ing that our current solutions [Constantino et al., 2022] have
probably achieved the limits of what can be done by using the
current state-of-the-art solutions for automated text classifi-
cation. In any case, our final recommendations suggest using
Stacking, even though it does not achieve a good tradeoff be-
tween per-class effectiveness and cost.
This work represents a collaborative effort between theDe-

partment of Computer Science at the Federal University of
Minas Gerais and the Public Ministry of the State of Minas
Gerais (MPMG)5. The primary objective of this partnership
is to conduct in-depth analyses of extensive public data repos-
itories to characterize public expenditures, thereby providing
crucial support for complex investigations.
Specifically, our analyses have made significant contribu-

tions to data management and classification solutions, focus-
ing on textual information extraction and semantic classifi-
cation. From a technological standpoint, the outcome of this
work is the development and dissemination of open-source
tools, thereby democratizing access to efficient analysis of
public data.
It is worth noting that the scope of this work, as determined

by the MPMG, pertains to the classification of public data.
The MPMG has selected priority cases based on its inter-
nal procedures. We have limited our analysis to a repository
comprising a generic collection encompassing various feder-
ated entities to avoid favoritism towards specific instances.
Consequently, we were provided with the official repository
for the year 2020, containing all Official Diaries from the As-
sociation of the Municipalities of the State of Minas Gerais,
Brazil6. This repository consists of 1,640 documents in PDF

3A free English translation of this Portuguese text excerpt is: “... RES-
OLUTION: 1st Article - EXONERATE the government employee ...”

4A free English translation of this Portuguese text excerpt is: “... Reg-
ulates access to information provided for item ...”

5Public Ministry of the State of Minas Gerais, accessed 22 June 2023,
https://www.mpmg.mp.br.

6Association of Municipalities of the State of Minas Gerais, accessed

https://www.mpmg.mp.br
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Figure 1. Example of the content from an edition of the Official Diary of the City of Rio de Janeiro, showcasing multiple administrative acts issued by
several sectors of the city administration. Notably, the highlighted act announces a specific official date to combat aporophobia, decreed by the city’s mayor,
Eduardo Paes.

format, affiliated with hundreds of entities, resulting in a di-
verse range of excerpts that present an interesting scenario
for evaluating our semantic classification process.
The rest of this article is organized as follows. Section 2

addresses related work. Then, Section 3 provides a charac-
terization of the addressed official diaries, whereas Section 4
discusses the segmentation process applied to such diaries
and Section 5 presents the semantic classification applied to
them. Then, Section 6 describes our experimental setup and
Section 7 summarizes the main results obtained. Finally,
Section 8 summarizes our main conclusions and provides
some insights for future work.

2 Related Work
This section presents a brief overview of some previous
works whose goals are similar to ours, but follow distinct ap-
proaches. Text mining is incredibly challenging for some do-
mains, such as legal and legislative texts. They often contain
ambiguous and vague legal terms and are typically context-
and time-dependent [Knackstedt et al., 2014]. For this rea-
son, the automatic processing of legal/official documents has
been extensively researched. In the context of the problem of
text segmentation and semantic classification of information
involving data from public administration, some works have
emphasized that the steps of treatment and availability are
considered as prerequisites for the analysis of more complex
data.
For instance, Lin et al. [2015] proposed a text mining

mechanism to automatically classify legislative documents
that refer to each legislator, and then represent the proportion
of their legislative performance on certain categories. They
used the SVM method to build a model to classify a new

22 June 2023, https://www.diariomunicipal.com.br/amm-mg/.

document to the appropriate category. In order to maintain
the classification categories up to dated, in their work they
also evaluated the difference between labeling contents by
domain experts and by the general public. In our context, we
collected official government diaries and classified their seg-
mented texts by applying the following techniques: Support
Vector Machines (SVM), Bidirectional Encoder Representa-
tions from Transformers (BERT), BERT model for Brazilian
Portuguese (BERTimbau), Language-agnostic BERT Sen-
tence Embedding (LaBSE) model, FastText Concat (TF-IDF,
FastText), Concat (TF-IDF, BERTimbau) and Stacking.

Rangel et al. [2020] applied supervised machine learning
techniques to infer the categories (e.g., health or finance)
of documents available in government data portals, while
Pinto et al. [2021] and ? performed textual extractions from
official diaries by using regular expressions and built, as a
result, a knowledge base according to a grammar defined
specifically for issuing acts for moving personnel of Rio
de Janeiro City Hall. In our work, we characterized a large
sample of official diaries morphosyntactic analyses and
entity recognition.

Regarding the problem of lack of standardization for
designating public service categories, Pereira et al. [2021]
addressed it by proposing a taxonomy to classify better
the Brazilian government data involved. Also, it is worth
mentioning a tool for document annotation and classification
proposed by Inuzuka et al. [2020] in partnership with a
private company. They used an active learning technique
to classify whether the information contained in an excerpt
from the Official Gazette is or is not of legal content. In
our work, we also adopted classification techniques and
details the proposal of an annotation tool integrated into the
classification process with active learning to identify the
major semantic topics in our sample of official diaries.

https://www.diariomunicipal.com.br/amm-mg/
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Table 1. Functions of terms present in the sentences.
Part-of-speech Average Median SD

Proper Noun 28.8% 27.6% 8.6%
Punctuation 17.0% 17.6% 2.4%

Noun 15.8% 15.5% 2.9%
Numeral 10.1% 9.4% 2.8%

Preposition 9.4% 9.7% 1.3%
Determiner 7.3% 7.6% 1.2%

Verb 3.6% 3.6% 0.8%
Adjective 3.2% 3.2% 0.8%

Coord. Conjunction 1.9% 1.8% 0.7%
Auxiliary Verb 0.5% 0.4% 0.2%

Pronoun 0.5% 0.5% 0.1%
Others 0.4% 0.1% 0.4%

3 Characterization of Official
Diaries Excerpts

In this section, we present details about morphosyntactic as-
pects of the dataset. We emphasize that such characterization
does not integrate the segmentation and classification stages.
In contrast, this characterization aims to describe and under-
stand the particularities observed in the set of governmental
acts contained in official diaries, making it possible to ob-
tain information and patterns that might help advance future
proposals of semantic classification. Observing the content
of the document sections, we identify specific terms that can
be good indicators to classify the semantics emitted in each
publication. For example, one of the ways of publishing the
professional admission to a public office has the following
style: “FILL”, under the terms of [item/law], the public ser-
vant: [full name of the admitted]”7. That is, when the verb
“fill” appears in the third person singular in the present in-
dicative in a specific segment, it is likely to be classified as
the class “admission act”. Also, note that in this fragment,
there is a standardization of the verb in capital letters. Thus,
we can reinforce that specific terms in an act can be helpful
indicators to determine the semantics of a publication.
Next, we show the results of the characterization of a large

sample of official diaries that includes a total of 416 PDF doc-
uments corresponding to all issues of an entire year. This
sample, after being converted into a textual format, resulted
in a single textual document of 342.7 MB, with 5.8 million
lines and 49.5 million words. We then divided the characteri-
zation of this document into two parts: morphosyntactic anal-
ysis (Subsection 3.1) and entity recognition (Subsection 3.2).

3.1 Morphosyntactic Analysis
In this subsection, we use natural language processing tech-
niques to characterize official dairies. In particular, we aim
to determine the patterns of terms concerning the functions
they play in a sentence (syntactic analysis) and the behavior
of such terms independently of their connection with other
words (morphological analysis).

7A loose translation of the following Portuguese fragment: “LOTA, nos
termos do [inciso/lei], o(a) servidor(a): [nome completo do admitido]”.

Table 2. Nominal forms of verbs present in the sentences.
Form Average Median SD
Finite 39.7% 39.6% 4.7%

Participle 39.2% 38.6% 5.4%
Infinitive 15.5% 15.0% 3.3%
Gerund 5.6% 5.4% 1.3%

Table 3. Verb tenses present in the sentences.
Tense Average Median SD

Present 27.9% 27.6% 4.1%
Past 4.5% 4.0% 2.5%

Future 5.9% 5.7% 2.0%
Imperfect 0.9% 0.8% 0.8%
Pluperfect 0.0% 0.0% 0.1%

Not detected 60.8% 60.8% 4.7%

Regarding the syntactic analysis, Table 1 shows the pro-
portion of syntactic functions of terms present in the sen-
tences. For example, on average, each document has about
29% of proper nouns. Note that the means and medians are
very close, indicating that the documents tend to have com-
mon characteristics. Furthermore, the standard deviation val-
ues (except for proper names) are low.
Since verbs are very relevant syntactic words for the prob-

lem at hand, they were characterized as they indicate actions,
states or events. First, we report that there are 177 differ-
ent variations of the morphological characteristics present in
the repository. In particular, it is noteworthy that the verbs
are mainly in the third person singular. Tables 2, 3, and 4
highlight well-defined patterns with very close means and
medians in all official diaries, as detailed below.
Nominal Forms. Table 2 shows that most verbs are in
the finite or participle form (e.g., “hired”), followed by a
smaller proportion in the infinitive. In the gerund, the rate
is scarce. However, again, variations in proportions are well
controlled.
Verb Tenses. Table 3 highlights that most verbs are in the
present tense, followed by much smaller values in the future
and the past tenses. Other verb tenses are rare, such as imper-
fect and pluperfect tenses. Note that the last row highlights
cases that do not have verbs (60.8%). For instance, the initial
sentence “The mayor of the city of Rio de Janeiro”, which is
the title of the highlighted act in Figure 1, is a nominal sen-
tence.
Verbal Moods. Table 4 confirms that verbs in the indicative
are the ones that appear the most in official diaries since they
express facts. Then, there are a few cases of verbs in the sub-
junctive (i.e., possibility). Conditional verbs (i.e., if clauses)
and imperative ones (i.e., commands) are pretty rare.
Overall, the syntactic and morphological analyses suggest

that the sentences found in administrative acts published in
official diaries exhibit consistent and predictable patterns.

3.2 Entity Recognition
This section presents the results obtained with the execution
of the entity recognition techniques proposed by Belém et al.
[2022]. Thus, we aim to identify what indicators arise about
recognized entities and their relationships. As the previous
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Figure 2. Syntax tree and dependencies between terms generated by the spaCy library. Acronyms: det (article), nsubj (noun subject), obj (object) and amod
(noun modifier).

Table 4. Verbal mood present in the sentences.
Mood Average Median SD

Indicative 34.1% 33.8% 4.7%
Subjunctive 1.7% 1.7% 0.6%
Conditional 0.3% 0.3% 0.2%
Imperative 0.0% 0.0% 0.0%

Not Detected 63.9% 64.2% 4.9%

section showed that the official diaries have similar charac-
teristics, we report the results of a random sample of 20 doc-
uments.
Named Entity Recognition. This task consists in extract-
ing and classifying entities expressed in natural language
(unstructured text) into defined entity types such as per-
son name, location, organization, etc. [Nadeau and Sekine,
2007]. As the official diaries do not have labeled entities
or identified relationships, we applied the algorithm pro-
posed by Belém et al. [2022] to explain the obtained re-
sults, which included the following entity types: PERSON,
ORGANIZATION, TIME, LOCATION, LEGISLATION, JU-
RISPRUDENCE, CPF (Individual Taxpayer Registration),
CNPJ (National Registry of Legal Entities), TELEPHONE,
MASP (Public Servant Registration Number), and MONE-
TARY_VALUE.
Relation Detection. This task involves the characterization
of semantic relationships existing between entities. For ex-
ample, there might be a “works on” relationship between an
entity of type PERSON and an entity of type ORGANIZA-
TION. In addition to relationships between entities, syntactic
dependencies between words can also be evaluated. To illus-
trate this, the sentence “O MPMG ajuizou ações civis públi-
cas” (in a literal translation, “TheMPMG judged public civil
actions) generates the syntactic tree shown in Figure 2, indi-
cating how the elements in the clause syntactically relate to
each other.
By applying the relation detection algorithm proposed

by Belém et al. [2022], the relationships between entities
tend to reflect commonplace situations regarding legal norms
or judicial processes such as judged by/in, published by/in,
declares, granted and foreseen. In particular, Table 5 shows
that the most frequent sentence cores in the official diaries
are verbs, confirming our previous results shown in Table 1.
In summary, we observed that government acts tend to re-

peat in official diaries. Thus, in practice, public agencies
adopt specific patterns to publicize its acts. For example, in
those sections of an official diary related to “Terms of Ad-
mission”, only the data of the newly hired person is actually

changed.

4 Segmentation Process

The segmentation process divides a document into units cor-
responding to the same action or topic [Pak and Teh, 2018].
The problem is not trivial since most documents deal with
different subjects prepared by different instances within the
same institution. In this sense, the first step to carry out a seg-
mentation is to preprocess the documents to create a pseudo-
structure that will later allow identifying and extracting rele-
vant information.

PDF is themost common format for storing and publishing
public acts in official diaries. In general, the snippets to be
extracted are well positioned in the presentation layout. Fur-
thermore, the internal structure of a PDF document provides
the coordinates for each one of its elements, be they char-
acters or embedded figures, in terms of the X and Y axes.
More precisely, due to the unstructured nature of the PDF
format, we need to identify not only which characters com-
pose a word, but also which words compose a paragraph, and
so on, until we have defined all the elements that compose a
single act.
Given this scenario, a strategy to extract information from

a given passage is to explore the distances between the tex-
tual elements to identify the margins that delimit all the con-
tents belonging to it. The strategy initially converts the PDF
document into textual elements with their respective X and Y
coordinates. Our initial tests indicated that some documents
need to respect the order of appearance of their elements in
the presentation. Thus, it is necessary to consider the worst
case in which all elements must be sorted according to their
coordinates. Once such elements are properly ordered, we
define the element types as being character, word, line, and
block, where lines form a block. A line is made up of words
and a word is made up of characters. For each type assigned
to an element, there are acceptable horizontal and vertical
distance thresholds for deciding which element types will be
grouped together or kept apart.
Figure 3 exemplifies this process. In this case, the objec-

tive is to determine whether or not the two lines ESTADO
DE MINAS GERAIS and PREFEITURA DE ARAÇUAÍ are
part of the same block. To this end, we defined an accept-
able threshold for the margin between them (highlighted in
red). Similarly, the body and the signature of the snippet
are two distinct parts due to the distance defined for the mar-



Constantino et al. 2023

Table 5. The 14 most significant sentence cores presented in the Brazilian official diaries and their associated frequencies.
Core Frequency Core Frequency

publicada (published) 3,150 período (period) 914
declara (declares) 2,898 lotado (filled) 705

lotada (filled) 2,326 leia-se (read) 691
combinado (combined) 2,165 localizada (localized) 489
publicado (published) 1,410 aposentado (retiree) 392

contar (to count) 1,227 considerando (considering) 352
dada (giving) 1,147 concedidas (granted) 339

Figure 3. Fragment from an act composed of blocks defined according to
the margins between the sub-elements that compose it. Example of an act
structured into blocks defined by the spacing between its sub-elements.

gin between the blocks (highlighted in purple). Now that the
blocks are structured with well-defined parts, each segment
in a block corresponds to the information we want to extract.
In addition, it is necessary to address the issue that an ex-

cerpt can be displayed on more than one page and consider
that theremay be a separation of texts in columns on the same
page. Such considerations are addressed during the initial
sorting process, by adopting a strategy to inspect the number
of columns to adjust the relative positions of each chunk as a
single stream. In other words, acts that span multiple pages
were automatically identified by considering the presence of
missing parts (e.g., the signature of an entity such as “Pub-
lished by”) that would be located on the next page. Finally,
there is still a step that seeks to discard possible embedded
figures (e.g., advertisements or logos) that may appear un-
expectedly by repositioning the relative coordinates of the
textual elements.

5 Semantic Classification

In this section, we address the problem of receiving as in-
put a set of text segments (public acts) and classifying them
according to the semantics found in each one. This classifi-
cation is essential for more detailed searches for end-point
data analysis applications, such as detecting fraud in bids.
The most serious difficulty in this classification task is the

large volume of excerpts without any categorization or la-
beling (700 thousand), which requires manual intervention
to annotate them. Moreover, two sub-problems are inher-
ent to the classification process from a repository with only
raw texts (i.e., without metadata): (i) dealing with the topic

modeling problem, i.e., a statistical model to find which cat-
egories/topics the textual excerpts belong to and (ii) defining
the proper machine learning technique to learn how to clas-
sify the excerpts. We discuss these two sub-problems below
and then describe the prototype of a semantic classification
tool made available as a Web service.

5.1 Topic Modeling
The identification of semantic topics is a subject related to
Natural Language Processing that consists in creating a sta-
tistical model to discover abstract topics in a collection of
documents [Blei, 2012]. More specifically, topic modeling
is a machine learning technique capable of automatically de-
tecting word and phrase patterns in each excerpt of a docu-
ment to group them according to the similarity of their char-
acteristics.
In our context of public administration, such modeling

consists in defining the semantic topics based on the discrimi-
native distribution of the terms that make up each group of ex-
cerpts to find topics that are evident, disjoint, and significant.
To this end, the Latent Dirichlet Allocation (LDA) [Blei et al.,
2003] technique8 was applied, which assumes a Dirichlet
probability distribution over textual data to estimate word
probabilities for each group. Then, we performed an ex-
ploratory analysis by manually varying the number of topics
to define the most appropriate number of groups and, thus,
to define a semantic topic for each. As a result, four major
semantic topics were manually selected: Personnel, Laws,
Bid, and Budget. We conduct later a more detailed analysis
of these specific semantic topics. More specifically, the list
of some salient terms (i.e., representative keywords) associ-
ated with each semantic topic is as follows:

• Bids: convocação (convocation), edital do pregão (pub-
lic bidding notice), impugnação do edital (objection to
the bidding notice), julgamento de propostas (proposal
evaluation), extrato de contrato (contract summary),
concorrência (competition), tomada de preço (price quo-
tation), leilão (public auction), Inexigibilidade (unen-
forceability), and Registro de preço (price registration).

• Laws: decretos (decrees), portarias (ordinances), res-
oluções (resolutions), circulares (circular letters) and
despachos (orders), and regulamentação da lei (regula-
tion of the law).

8We note that other specific topic modeling approaches for short texts,
such as BTM (Biterm Topic Models for Short Text) and clusterng (k-
means) [Cunha et al., 2021] were also tested. However, the groups were
better defined by the LDA.
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Figure 4. Classification task using active learning.

• Personnel: concurso público (public tender), promoção
do emprego (promotion of employment), transferência
(transfer of existing job), exoneração (dismissal), demis-
são (resignation), aposentadoria (retirement), and falec-
imento (death).

• Budget: planos (plans / arrangements), orçamentos
(budgets), diretrizes orçamentárias (budgetary guide-
lines), prestação de contas (accountability), relatórios
de gestão fiscal (fiscal management reports), progra-
mação financeira (financial planning), execução orça-
mentária (budget execution), créditos adicionais (sup-
plementary credits), balanço orçamentário (budget bal-
ance), and demonstrativo de receitas e despesas (extract
of income and expenses).

5.2 Classification Process

Briefly, the classification problem aims to correctly predict
which class a new observation belongs to within the existing
possibilities. In themachine learning context, a classification
technique is a supervised learning method for correctly at-
tributing new observations to their respective classes, which
requires an initial set of already categorized ones (i.e., the
training set) [Cunha et al., 2021]. After training the classi-
fier, it performs automatically the classification for any new
observation. This problem can be addressed by several mod-
eling strategies with different degrees of complexity, such as
linear classifiers, Support Vector Machines (SVM), decision
trees, and neural networks, among others.
Regarding the scenario of public administration, the active

learning strategy proves suitable for classifying a large vol-
ume of data that initially does not have labels associated with
their respective classes [Inuzuka et al., 2020; Rangel et al.,
2020]. This technique consists of repeated interactions be-
tween the classifier and an oracle (i.e., a user who classifies
specific observations selected by the model). It allows the
training of the model to use a reduced number of observa-
tions which, when considering a well-done selection process,
results in significant learning on the part of the classifier with
a low cost of labeling [Lewis and Catlett, 1994].
The selection of observations that the oracle will consult

can be made differently. For example, one option would be
to consult the oracle about observations close to class bound-
aries, as the model would find it more difficult to classify
them. However, combining these cases with instances in

which the model has some confidence to classify may be
interesting, since this consolidates the classes already deter-
mined by the classifier.
Thus, choosing a reduced number of more significant

samples for training the classifier (the most helpful sample)
depends on the adopted strategies. Here, such strategies
were based on classification uncertainty [Lewis and Catlett,
1994]. Therefore, they are called uncertainty measures. The
adopted approach considers three integrated measures: clas-
sification uncertainty, classification margin and classifica-
tion entropy. Classification uncertainty is the most straight-
forward one, since it selects the sample based on this rank
measure, which means selecting the one with the highest
uncertainty. Yet, the classification margin selects the sam-
ple with the smallest associated distance from the decision
boundary. Finally, regarding the classification entropy mea-
sure, it is proportional to the average number of guesses one
must make to find the valid class. The more uniform the
distribution, the greater the entropy; therefore, the most un-
certain sample is the one with a high entropy value. As de-
tailed later in Section 6.2, we adopted the uncertainty strat-
egy as the selection algorithm, which aligns with studies on
text classification of official documents [Inuzuka et al., 2020;
Rangel et al., 2020].
Figure 4 illustrates the process of labeling and classifying

segments in official diaries. First, based on a selection strat-
egy (uncertainty, margin, or entropy samples), the tool se-
lects a set of unlabeled data from the repository that contains
approximately 300,000 segments. Next, the oracle identifies
and labels these selected segments forming the training set.
Finally, the supervised learning module receives the training
set, in which each example, represented by its characteris-
tics or attributes, is labeled according to the class to which
it belongs. As a result, the learning system must build and
update the model, which allows it to predict classes for new
inputs different from previously labeled examples, restarting
the machine learning cycle.
Initial results showed that classes are naturally unbalanced.

Hence, we addressed this issue by adopting three strategies:
(i) prioritizing minority classes in the strategy for selecting
segments to be labeled; (ii) dealing with imbalance by re-
ducing the number of observations of the majority class (i.e.,
undersampling) directly in the model training phase; and (iii)
promoting pseudo-labeling to balance the class using a semi-
supervised strategy as described later in Section 6.1.
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5.3 Active Learning Process as a Web Service
Although there are good open-source tools for data anno-
tation, like Brat9 and Doccano10, they do not support ma-
chine learning techniques that require real-time interactivity
with the annotator. The best alternatives are commercial and
closed source, like the Prodigy tool11. To overcome this prob-
lem, we propose an annotation tool integrated with active
learning as a Web service. Technically, the proposed solu-
tion follows a pattern similar to closed-source alternatives,
which has the main advantage of easy integration with pre-
dictive models, whether for local applications, network ap-
plications, or even mobile devices.
Figure 5 illustrates our proposal, an Annotation tool with

an active learning support. Its architecture consists of three
modules: a Web Interface (front-end), a Controller (middle-
ware), and an Active Learning (back-end). This setup en-
ables users to create interactive notes, while the Controller
carries out a predefined set of GET/POST requests to the
Active Learning module. Furthermore, since each module
is independent, the annotator tool can transparently couple
with new implementations of predictive models and selec-
tion strategies.
Besides, Figure 5 also exemplifies the user interface for

the real-time interactive annotation process built into the ac-
tive learning model. The graph shows the model’s accuracy
as the annotator decides which label is most appropriate for a
given sample. Furthermore, this implementation allows mul-
tiple users to annotate the same set of instances simultane-
ously. Therefore, the predictive processing is all performed
in real-time and can be finished as soon as the accuracy is
satisfied.

6 Experimental Setup
In this section, we first describe the segmentation process
that generates the datasets used in our experiments (Subsec-
tion 6.1). Subsequently, we briefly discuss the classification
strategies that have been employed (Subsection 6.2). Finally,
we provide details about themetrics andmeasures used in our
classification task (Subsection 6.3).

6.1 Data: Segmentation Process
As input for the segmentation process, 1,640 documents in
PDF format were considered. As output, the segmentation
process extracted 645 Federated Entities and 307,277 seg-
ments. It should be noticed that an official diary addresses
distinct Federated Entities and, in turn, each one of them can
have several sections (i.e., acts under its responsibility). Ta-
ble 6 shows basic statistics about the federated entities ex-
tracted per document.
Given that part of the segmentation process consists in or-

dering the textual elements according to their coordinates on
each page (with complexity equal to O(n log n)), the analy-
sis of the total processing time of real cases is of major im-

9Brat, accessed 22 June 2023, https://brat.nlplab.org.
10Doccano, accessed 22 June 2023, https://doccano.github.io/

doccano.
11Prodigy, accessed 22 June 2023, https://prodi.gy.

Table 6. Statistics of the data present in the 1640 documents.
# of Entities per document # of Segments per document

Average 96.9 426.7
Median 92 416.5

Standard Deviation 39.5 190

Table 7. Proportion of the semantic classes of the Official Diaries
excerpts.

Class Proportion
Bid 58.96%

Personnel 24.77%
Laws 10.03%

Budget 6.23%

portance. The graph in Figure 6 shows the distribution of
document sizes, where the Y axis refers to the proportion of
files in PDF format and the X axis refers to file sizes. It is ob-
served that 93% of all documents are less than 5 MB in size.
The processing of the largest document (20.1 MB with 667
pages) took 12 minutes on an Intel Duo CPU 2.6 GHz ma-
chine with 4 GB of RAMmemory, which is quite acceptable
given the daily frequency of documents published by each
federal entity.
The quality of the extractions was manually assessed con-

sidering 5,219 randomly selected samples using the annota-
tion prototype (i.e., it is informed whether or not the segment
was properly collected), being verified that the segments
were correctly extracted (i.e., the accuracy was of 100%). On
the other hand, there are minor imperfections, such as ele-
ments coming from tables slightly out of position. However,
the segments’ textual content was fully preserved to be used
in future stages of classification and textual search. There-
fore, the structure-based strategy generates a well-defined
pattern according to the distances between the textual ele-
ments. In particular, the strategy proved to be an excellent
technical choice to deal with possible out-of-order format-
ting, which it was a recurring issue during our testing.
As already mentioned, approximately 300,000 unlabeled

excerpts (i.e., government acts) must be classified appropri-
ately. For this, the active learning process requires an initial
set to make its first decisions. In this sense, 29 initial exam-
ples were randomly selected, separating an initial set with
ten instances and the test set with the remaining 19. Then,
we performed the annotation process according to the strat-
egy that selects the sample with greater uncertainty about it,
that is, the most helpful example to be labeled. This way, 658
textual excerpts were manually labeled (equivalent to 0.2%
of the repository). As a result, we observed that the nature of
the problem is highly unbalanced, with the subject related to
Bid being much more representative (62.45%) than the ones
referring to Laws (10.03%) and Budget 6.23%, as shown in
Table 7.

6.2 Models: Semantic Classification
We now present the experimental evaluation of the semantic
classification process carried out using active learning,
following the strategy proposed in Section 5. Specifically,
we selected four state-of-the-art classifiers as predictive
models: (i) SVM, widely used for text classification, having
produced the best results in a recent benchmark [Cunha

https://brat.nlplab.org
https://doccano.github.io/doccano
https://doccano.github.io/doccano
https://prodi.gy
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Figure 5. Real-time interaction interface with the annotator integrated into the active learning module.

Figure 6. Distribution of document sizes.

et al., 2021] in scenarios similar to those described here, that
is, small or medium collections, with little labeled data and
high-class imbalance; (ii)BERT [Devlin et al., 2019], which
has been the state-of-the-art in numerous NLP tasks [Cunha
et al., 2021; Garg et al., 2020]; (iii) BERTimbau [Souza
et al., 2020], which extends BERT to recognize sentences in
Brazilian Portuguese; and (iv) LaBSE [Feng et al., 2022],
which explores the use of language models capable of
representing sentences in several languages. Regarding
the algorithm selection techniques in the active learning
phase, the uncertainty strategy [Lewis and Catlett, 1994]
obtained the best results. Such algorithms are in line with
other initiatives for classifying texts extracted from official
diaries [Inuzuka et al., 2020; Rangel et al., 2020].
To increase the robustness of the classification strategies

mentioned in this section, we also added two new strategies:
stacking and combination of representations. Stacking
exploits the prediction information from different base clas-
sifiers by means of a meta-classifier fed with the predictions
of the base ones [Džeroski and Ženko, 2004; Wolpert, 1992].
This strategy combines the effectiveness of different clas-
sifiers, exploiting their complementarities with the goal of
surpassing the individual classifier’s results. Recent works
that exploit this strategy along with Transformers, as well
as more traditional classifiers such as SVM, demonstrate
the effectiveness of this approach in text classification tasks
similar to the ones we face here [Campos et al., 2017a;
Gomes et al., 2021; Salles et al., 2018]. Likewise, we
use SVM, BERTimbau and LaBSE as the base models for
stacking and feeding a meta-classifier – Logistic Regression
– with information (prediction and confidence) outputted by
the three aforementioned models.
In the combination of representations strategy, a textual

document is represented by different forms (for example,
TF-IDF, Word Embedding, Text graph). These different

representations are used used to train a classification model.
Recent works in the literature [Carvalho and Plastino, 2021;
Córdova Sáenz et al., 2021; de Andrade, Claudio Moisés
Valiense and Gonçalves, Marcos André, 2020] combined
such representations with the aim of improving the effective-
ness of the classification task. This strategy differs from the
stacking one as it does not learn how to combine the output
of different classifiers, but instead, directly exploits the
complementary information existing in each representation.
In here, we perform a combination by simply concatenating
the vector representations of the documents based on
TF-IDF (frequentist), FastText (based on static embeddings),
and BERTimbau (based on contextual embeddings).

6.3 Evaluation
To evaluate the effectiveness of the semantic classification
task, we first consider accuracy that measures the global ef-
fectiveness of all decisions made by the classifier (hit ratio).
We also use Precision that informs howmany classes are cor-
rect among those associated with a given class and recall that
indicates which classes were correctly associated concerning
the total number of instances of a given class. Finally, the
F1-Measure corresponds to the harmonic mean between
precision and recall [Cunha et al., 2021]. In the case of the
F1-Measure, we present the results of the Macro (F1) variant
that indicate its averages per class, thus being more suitable
for highly unbalanced problems, which is the case here.
To evaluate the robustness of the semantic classification

procedures, we apply a folded cross-validation procedure
in our experiments. This experimental technique explores
the training of several models in different subsets of input
data (training sets) and the evaluation of them in the
complementary subsets of the data (test sets) [Cunha et al.,
2021]. One of the primary purposes of a cross-validation
is to verify the generalization of the models for different
training and test sets. To choose the best parameters of
the classifiers, we used cross-validation within the training
(nested cross-validation).

Finally, to deal with issues of (labeled) data scarceness
and dataset skewness, we exploit an oversampling strategy,
in which we applied a data augmentation approach to the
training sets to smooth the large class imbalance. Specifi-
cally, we first build a model using BERTimbau, one of the
most effective classification algorithms, as we shall see,
in each of the five runs of the five fold cross-validation.
Next, we used this model to predict the class of other unla-
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Table 8. Accuracy, Macro-F1 and confidence interval of 95%.

Method Diarios Diarios+
Accuracy Macro-F1 Accuracy Macro-F1

SVM 0.86 ± 0.02 0.73 ± 0.07 0.87 ± 0.02 0.75 ± 0.07
FastText 0.81 ± 0.03 0.63 ± 0.03 0.72 ± 0.02 0.37 ± 0.02
BERT 0.84 ± 0.02 0.71 ± 0.05 0.84 ± 0.01 0.72 ± 0.04
BERTimbau 0.86 ± 0.01 0.75 ± 0.05 0.86 ± 0.04 0.76 ± 0.07
LaBSE 0.86 ± 0.03 0.77 ± 0.06 0.86 ± 0.03 0.77 ± 0.06
Concat (TF-IDF, FastText) 0.85 ± 0.03 0.71 ± 0.07 0.86 ± 0.01 0.75 ± 0.03
Concat (TF-IDF, BERTimbau) 0.84 ± 0.02 0.74 ± 0.06 0.84 ± 0.03 0.74 ± 0.06
Stacking 0.88 ± 0.03 0.79 ± 0.09 0.85 ± 0.02 0.74 ± 0.05

Table 9. Precision (P), Recall (R) and F1-score (F1) of classifiers by class. Confidence intervals are omitted for space reasons.

Models Diários Diários+
Law Bid Budget Personnel Law Bid Budget Personnel

SVM
P 0.62 0.87 0.95 0.85 0.63 0.89 0.95 0.84
R 0.15 0.96 0.88 0.9 0.22 0.96 0.88 0.92
F1 0.22 0.91 0.91 0.87 0.31 0.92 0.91 0.88

BERT
P 0.36 0.88 0.92 0.81 0.43 0.88 0.98 0.82
R 0.18 0.96 0.83 0.82 0.21 0.96 0.83 0.82
F1 0.24 0.91 0.87 0.82 0.26 0.92 0.89 0.82

BERTimbau
P 0.52 0.88 0.92 0.88 0.52 0.89 0.93 0.87
R 0.23 0.95 0.83 0.92 0.29 0.95 0.81 0.9
F1 0.32 0.91 0.87 0.9 0.35 0.92 0.86 0.88

LaBSE
P 0.5 0.88 0.92 0.87 0.66 0.89 0.89 0.89
R 0.27 0.94 0.88 0.9 0.3 0.95 0.88 0.87
F1 0.35 0.91 0.9 0.88 0.38 0.92 0.88 0.88

C(TF-IDF, BERTimbau)
P 0.44 0.89 0.85 0.87 0.45 0.89 0.85 0.86
R 0.28 0.93 0.86 0.84 0.3 0.93 0.86 0.84
F1 0.33 0.91 0.85 0.85 0.34 0.91 0.85 0.85

Stacking
P 0.58 0.89 0.89 0.88 0.5 0.89 0.95 0.86
R 0.31 0.95 0.88 0.9 0.27 0.94 0.88 0.88
F1 0.4 0.92 0.87 0.89 0.31 0.92 0.91 0.87

beled segments, resulting in about 300.000 pseudo-labeled
segments. Finally, we randomly selected pseudo-labeled
segments to add to the smaller classes until all classes had
an equal number of samples equivalent to the size of the Bid
(majority) class. We call this version of the datasetDiarios+.

We should stress that these procedures are applied only
on the training split of each fold while the test splits were
kept untouched in all cases, meaning that the results of both
strategies (with and without oversampling) are directly com-
parable.

7 Experimental Results
We report a comprehensive experimental evaluation of the
classification task by considering traditional models, trans-
formers, stacking, and the combination of representations.
Table 8 shows the average results of Accuracy (akaMicroF1)
and MacroF1 on the test folds of the cross-validation pro-
cess with 5 folds (5-fold cross-validation procedure) in both
datasets, without and with oversampling: Diarios and Diar-
ios+. Particularly, in the FasText line, we use word embed-
ding for the Portuguese language12. In the line Concat (TF-
IDF, FastText), given a documentX represented by the vector

12FastText, Word vectors for 157 languages, 22 June 2023, https://
fasttext.cc/docs/en/crawl-vectors.html.

Y in the TF-IDF representation and Z in the FastText repre-
sentation, we concatenate these vectors, resulting in a single
representing for a document. We perform a similar process
for Concat (TF-IDF, BERTimbau).
As we can see, the accuracy of all classifiers is similar (in

statistical terms), being all quite effective (around 85%). On
the other hand, the results of MacroF1, which is a more ade-
quate measure for problems with class imbalance, show that
the Bertimbau and LaBSE figures are considerably higher
than those of SVM (2.6 - 5.2% higher) and BERT (5.3 - 7.8%
higher). Notably, the MacroF1 of both (LabSE and BERTim-
bau) is relatively high, around 75%.
When comparing the results of both strategies to deal with

the skewness, we see no real advantage of one over the other,
as the results of all methods, considering bothmetrics, are sta-
tistically tied, with the exception of the MacroF1 of FastText,
which is much worse in Diarios+. Remind that despite the
fact that the oversampling strategy potentially increases the
data sample, which could benefit mainly the Transformers,
this strategy may also introduce noise in the pseudo-labels
used by classifiers to build the models, decreasing their ef-
fectiveness. Though this hypothesis needs further investiga-
tion, it also could explain the poor effectiveness of Fasttext
in Diarios+ as the embeddings created by this method are
more sensitive to the introduction of noise in the labeling.
Considering a per class evaluation, Table 9 shows Preci-

https://fasttext.cc/docs/en/crawl-vectors.html
https://fasttext.cc/docs/en/crawl-vectors.html
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sion, Recall, and F1-Measure per class for the best strategies
shown in the Table 8, for both datasets13. As expected, the
majority class (Bid) has the highest values for all metrics (be-
tween 87% and 94%) for all classifiers. Despite a statistical
tie with all other methods in Table 8, Stacking is the classifier
that achieves the most “balanced” performance for the four
classes, mainly for the minority ones (e.g., Budget) in theDi-
arios dataset. One explanation for this case is the capacity
of stacking to take advantage of the opinion of several clas-
sifiers and correct mistakes. Regarding the base classifiers,
LaBSe and Bertimbau stand out also in this analysis. Finally,
regarding the comparison of the strategies without and with
oversampling, the latter seems to benefit a bit some strategies
in terms of recall, but not enough to produce a statistically
significant improvements according to the Wilcoxon test.
In sum, despite testing several advanced techniques (stack-

ing, combination of representations) in the literature, we
have been unable to surpass (statistically speaking) the re-
sults reported in our previous work [Constantino et al., 2022],
not even with the new oversampling strategy, which proba-
bly means that our current solutions have achieved the lim-
its of what can be achieved with the current state-of-the-art
in automated text classification techniques. But if we have
to suggest a strategy, we would recommend to use Stacking
without oversampling, if cost is not an issue, or LabSe alone,
also without oversampling, if cost is a factor.
Regarding classification errors, we observed two main

types: annotation error and prediction error of the model.
For the first case, we can illustrate it with the excerpt14
“Term of Amendment to the Contract [anonymous], Process
[anonymous], for the acquisition of ...”, with the title “ORDI-
NANCE/LAWS”, which was manually labeled as Law, but is
a specific case of Bid. In this case, there is information in the
title of the excerpt that is related to the categories to which
it would fit (i.e., ordinance or law), leading the annotator to
make a mistake. However, carefully analyzing the content,
we notice that it is an amendment to a bidding contract.

For the second case, the SVM model, for instance, erro-
neously predicted as belonging to the Personnel class the
fragment of the excerpt “ORDINANCE [anonymous] REGU-
LATES THE COMPLEMENTARY LAW [anonymous] THAT
INSTITUTES THE STAFF OF ...”15, which corresponds to a
law regulation. This error example illustrates the difficulty
of classifying excerpts with ambiguity, even for a human
evaluation. In this case, the algorithm considered the term
“personnel staff” as strongly associated with the Personnel
class.

8 Conclusions and Future Work
This article addresses a real problem in terms of pre-
processing and organization of public documents as part of

13We omit confidence intervals for space reasons.
14A literal translation of the content “Termo de aditamento ao Contrato

[anonymous], Processo [anonymous], para aquisição de ...” with the title
“PORTARIAS/LEIS”.

15A literal translation of “PORTARIA [anonymous] REGULAMENTA
A LEI COMPLEMENTAR [anonymous] QUE INSTITUI O QUADRO PES-
SOAL DA ....

a collaboration established between the Department of Com-
puter Science of the Federal University of Minas Gerais and
the PublicMinistry of the State ofMinasGerais. More specif-
ically, the article addresses critical aspects involving the seg-
mentation and the semantic classification of official diaries
excerpts.
As a solution, we propose to semantically classify ex-

tracted excerpts from official journals with an active learn-
ing strategy that minimizes manual labeling effort. Further-
more, we implemented a data labeling tool as a web service
integrated into the active learning process. Regarding seman-
tic classification, with very little labeling effort and adopting
techniques to deal with the natural imbalance of semantic
classes, our cross-validation evaluations indicated a value for
Macro-F1 of 75% and an overall accuracy of 85%. As part
of our extended work, we employed morphosyntactic analy-
sis and entity recognition to characterize excerpts from offi-
cial diaries, which may be useful as meta-features in future
research. To deal with issues of (labeled) data scarceness
and skewness, we also exploited new oversampling strate-
gies based on semi-supervised learning to generate pseudo-
labeled samples.
Concerning new contributions to the classification task,

we sought to enhance the semantic classification process by
incorporating two additional strategies: stacking and combi-
nation of representations. Specifically, we used the SVM,
BERTimbau and LaBSE models to implement a stacking
technique, while we concatenated document´s vector repre-
sentations based on of TF-IDF (frequentist), FastText (static
embeddings) and BERTimbau (contextual embeddings) to
combine the representations´strengths. To deal with issues
of (labeled) data scarceness and skewness we also propose
to explore an oversampling strategy using semi-supervised
techniques. Our experimental results indicate that, despite all
efforts, wewere unable to produce statistically significant im-
provements over our previous results, which probably means
that we are close to the limits of what can be achieved in
terms of classification effectiveness with the current state-of-
the-art in automatic text classification. This also means that
our current solutions remain state-of-the-art in the field of se-
mantic classification considering the Brazilian official diary
context. In practice, associating labels to acts enriches the
indexing of documents to help organize information such as
fraud detection, information retrieval and transparency. For
instance, Belém et al. [2022] employed our extraction strate-
gies to enhance their entity recognition algorithm.
As part of our future work, we aim to conduct an investiga-

tion into the annotation process, specifically focusing on use
cases that involve active learning with stakeholders, i.e., ex-
ploring qualitative aspects with the goal of assessing the qual-
ity of the trained dataset and monitoring the time required to
accomplish specific tasks. Additionally, we intend to expand
the source of government documents beyond the scope de-
fined by our current partnership with the Public Ministry of
the State of Minas Gerais (MPMG) and address, particularly,
difficult document cases that have embedded images (e.g.,
scanned documents). We also intend to apply active learning
to end-point applications, for example, to decide whether or
not there is evidence of fraud in acts published in the official
journals. Finally, we intend to further study the cases of fail-
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ure in classification with the goal of boosting even further the
effectiveness of our segmentation and classification strate-
gies, especially for underrepresented classes (e.g., Law).
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