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Abstract The concept of Smart Cities has gained relevance, especially in the last decade, due to the availability
of data associated with cities, e.g., car traffic, public transportation, crime data, etc. The purpose of using these
data is to improve the services offered to the citizens. Most of these applications manipulate spatiotemporal data.
These data are processed in a dataflow that starts with the collection, integration, and aggregation and ends with
visualization. This way, specialized data services for smart city applications are most welcome. However, many
of the existing data services in this context, are either specific to a particular application/domain or do not consider
the entire data life cycle. In this article, we present Hurricane, a dataflow-oriented data service for smart city
applications. Hurricane executes multiple dataflows to gather, pre-process, integrate, and public data. Hurricane
was evaluated with an application in the area of public security and results reinforced the importance of this type of
data service.
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1 Introduction

The concept of smart Cities has gained more relevance in the
past decade [Bilal et al., 2020]. Many initiatives have been
proposed in many areas of public administration, e.g., pub-
lic security [Chen et al., 2017; Lourenço et al., 2018]. Re-
gardless of the goal, a smart city aims at managing and using
the available infrastructure and services efficiently and effec-
tively to improve the citizens’ well-being [Bilal et al., 2020].
A smart city depends on open data to plan public policies.
In fact, in the past few years, the smart cities infrastructure
has been able to generate fine-grained data available and in
unprecedented space-time scales (e.g., sensors data, social
networks data, etc.) [Nandury and Begum, 2016]. Thereby,
the existence of a smart city depends on how well the orga-
nizations can analyze and extract useful knowledge from the
available data. However, the access and processing of these
data may not be trivial, because it requires integrating data
in different formats, volumes, and granularities.

Even though multiple smart city open data sources were
available in the past years [Pisco and Marques-Neto, 2021],
many smart city applications consume data previously in-
tegrated at a certain level. However, most available data
on open data sources have not been integrated before (i.e.,
raw data). One example is an application for crime analy-
sis on urban centers, where diverse data types can be used
in an integrated analysis, such as (i) police reports; (ii) spa-
tial distribution of homeless population; (iii) statistics regard-
ing drug users, etc. While data from police reports can be
acquired from Department of Public Security websites (e.g.,

SSP-SP1), the statistics regarding homeless populations and
drug users can be collected on the IPEA website2. Integrat-
ing those data, organizing them, and making them available
to third parties requires the user to perform amanual, tedious,
and error-prone task. That is an open, yet important, problem
in the smart cities context [Raghavan et al., 2019]. Thus, so-
lutions that can automatically or semiautomatically support
integrated management of those data are still necessary.
Several approaches aim at supporting data management

for smart city applications. However, the existing ap-
proaches are related to a specific domain [Zhou et al., 2021;
Bellini et al., 2021; Garcia-Font, 2020] or they are focused in
a topic such as data transfer optimization [Nandury and Be-
gum, 2016] or enriching semantic queries [Silva et al., 2021].
Even the approaches that are proposed as generic data man-
agement frameworks [Liu et al., 2017; Jindal et al., 2020]
do not take into account data integration during its complete
life cycle, i.e., it is not possible to discover which data were
derived from a specific input raw data, as well as which step
or activity performed these transformations, i.e., provenance
[Freire et al., 2008]. In fact, Ribeiro and Braghetto [2021]
discuss the importance of this issue and define a conceptual
architecture that includes all the necessary services to man-
age data in the smart cities context. According to Ribeiro and
Braghetto [2021], a data management architecture for smart
cities has to consider the following stages: (i) ingestion; (ii)
metadata and provenance management; (iii) data processing
and (iv) data queries [Ribeiro et al., 2020].
This article proposes Hurricane, a data service that of-

1https://www.ssp.sp.gov.br
2https://www.ipea.gov.br
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fers the functionalities described by Ribeiro and Braghetto
[2021]. Hurricane is an extensible and configurable data
management service designed for the smart cities context.
Hurricane supports (i) upload of heterogeneous data from
external sources, (ii) data pre-processing (e.g., remove dupli-
cated data), (iii) aggregate and integrate data in multiple spa-
tiotemporal dimensions to ease visualization and data analy-
sis. This aggregation step is important since numerous smart
cities applications execute multiple aggregations on space
and time and have to return results with the minimum possi-
ble latency, e.g., below 0.5 seconds [Liu andHeer, 2014], (iv)
integrate data between different datasets through mappings
defined by the user (i.e., semiautomatic integration), (v) cap-
ture metadata, including provenance data, (vi) anonymize
raw and pre-processed data, (vi) make data available to de-
velopers/consumers through APIs.
Different from other data management approaches

in the smart cities context, Hurricane follows the
dataflow abstraction [Silva et al., 2017a; de Oliveira et al.,
2019b] for data management, since a dataflow represents an
evolution of the data transformations and follows the data
propagation through the applications in a fine-grain way
(e.g., multiple related data files). This way, Hurricane
does not store only processed data, but also intermediate
data and raw data that were loaded from external data
sources in a Data Lake [Nargesian et al., 2019]. It allows
the dataflow to be registered, and unplanned analysis to be
performed in the future. Furthermore, Hurricane considers
data privacy issues, as sensitive data can be within the data
files acquired from external sources (e.g., personal data in
a police report). Hurricane was evaluated in quantitative
and qualitative experiments with an application in the public
security domain and has shown promising results.
This article is an extension of work originally reported in

the Proceedings of the Brazilian Symposium on Databases
[Banni et al., 2022] held in Búzios, RJ - Brazil, on Septem-
ber 2022. In this extended version, we enriched the exper-
imental evaluation with more analyses. We have also im-
proved the background and the related work sections. The
remainder of this article is structured as follows. This article
is organized into five sections besides the Introduction. Sec-
tion 2 discusses background knowledge. Section 3 brings
related work. Section 4 presents Hurricane details. Sec-
tion 5 presents Hurricane evaluation, and, finally, Section
6 concludes the present article and presents future work.

2 Background Knowledge
This section discusses two important concepts regarding this
article: (i) Data Integration and (ii) Dataflows.

2.1 A Brief Explanation on Data Integration
Integrating heterogeneous data is a challenge independently
of the application scenario. In the smart city context, the inte-
gration is also challenging due to multiple data formats, lack
of metadata, and different granularity levels. The process of
integrating heterogeneous data is commonly classified into
two different categories: (i) virtual [Chawathe et al., 1994],

and (ii) materialized strategies [Widom, 1995]. In the former
strategy, data are stored in their sources and integrated using
a mediator, which receives query requests, submits queries
to multiple data sources, and consolidates the results. This
type of integration strategy is straightforward when data is
structured (e.g., using a relational database), but is complex
when we have to deal with unstructured data (which is the
context of smart cities applications) since an extractor is re-
quired for fetching the data in a structured form before pro-
cessing the query [Chawathe et al., 1994]. On the other
hand, in the materialized strategy, the user must include in
the software stack a component that materializes the infor-
mation from multiple and heterogeneous sources as well as
a monitor component that periodically accesses the original
data sources and fetches data updates. Historically, the ag-
gregated and materialized data are consolidated and stored
in a centralized database, usually a Data Warehouse [Kim-
ball and Ross, 2002].
Data warehouses follow the multidimensional modeling

paradigm [Kimball and Ross, 2002]. This paradigm is
commonly based on different types of schema (e.g., star
and snowflake) which are composed of fact and dimen-
sions tables that store data in Relational DBMS, for instance.
Although data warehouses represent a step forward, they
present some limitations to be used in the smart city context:
(i) Data warehouses are designed to optimize data insertion
and retrieval, disregarding the aspect of updates (which may
be common in smart cities context due to the addition of mul-
tiple sources), (ii) Data warehouses heavily rely on Extract,
Transform, and Load (ETL) pipelines, which may be com-
plex to be modeled a priori in the smart city context, and
(iii) Data persistence is likely to exceed the capacity of tra-
ditional tools such as traditional DBMS, which may cause
clogging for smart city data workloads [Syed, 2020].
An alternative for processing and integrating the huge vol-

ume of smart city data is using Data Lakes, which can be de-
fined as centralized repositories for users to insert structured,
semi-structured and unstructured data [Miller, 2018]. In re-
cent work, Brito [2018] highlighted the main differences be-
tween data warehouses and data lakes. The main difference
is that data lakes store data in their raw format, i.e., they do
not require a pre-defined schema to store data. Also, data
lakes do not require a previously defined ETL process [Nar-
gesian et al., 2019], i.e. data are loaded in their raw format
and the user defines a posteriori and on demand how to ac-
cess and query data. The data life-cycle in data lakes is de-
fined by Ciobanu et al. [2019] as:

1. Data Ingestion: Data gathered from multiple sources
are stored in a centralized repository in its raw format;

2. Data Storage: Data are stored in their original format
(structured or unstructured data) by taking full advan-
tage of distributed file systems, such as Hadoop Dis-
tributed File System (HDFS) and AWS Simple Storage
Service (S3);

3. Metadata Extraction: Data lakes heavily rely on mul-
tiple levels and types of metadata for categorize and
search for data. Metadata plays a fundamental role in
data lakes for retrieving information and commonly in-
volves the data labeling using users-defined tags of in-
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terest, and;
4. Exploration and Visualization: Data lakes convert raw

data into a format that eases the extraction of informa-
tion, whereas ad-hoc external processes usually carry
out data exploitation.

The metadata in data lakes can be categorized as (i) struc-
ture/schema, (ii) semantics, and (iii) provenance data. The
first type of metadata identifies, describes, and locates data
fields available in raw data for querying and analyses, while
semantic metadata describes the concepts associated with
each data attribute in raw data. Finally, provenance metadata
provides the origin and derivation path for stored data. Fig-
ure 1 shows an excerpt of a crime dataset that registers crime
events on a specific date and a specific address. This dataset
has associated metadata to be stored in a data lake. Schema
metadata defines the attributes’ data types (e.g., INTEGER
and VARCHAR), while semantic metadata includes annota-
tions associated with each attribute. For instance, the “Date
and time of the crime event” annotation is associated with
the attribute dat_occ in the example of Figure 1. Likewise,
the provenance metadata in Figure 1 store the data origin and
derivation path.

Figure 1. Example of the three types of Data Lake metadata.

2.2 Dataflow Concept
The data management in a smart city application is usually
composed of multiple steps (e.g., data download, aggrega-
tion, etc.), and can be seen as a dataflow [de Oliveira et al.,
2019b]. This dataflow reflects the processing steps that a
certain portion of data will undergo when subjected to the
smart city application. Thus, a dataflow abstraction is a natu-
ral solution to model and capture metadata from the integra-
tion process of a smart city application. We can formalize
the notation of dataflows according to the main definitions
presented by Ikeda et al. [2013] and Silva et al. [2017b]. A
data element e = {v1, v2, . . . , vn}, vi ∈ V is a sequence
of values vi ∈ V. A data collection c is a collection of
data elements. A dataset s = ⟨A, C⟩ is a tuple with a se-
quence of attributes A = {a | a ∈ A}, where domain A is
the pair ⟨name, type⟩, and C is a set of data collections in
which ∀ c ∈ C ∧ e ∈ c, |e| = |A|. A data transforma-
tion t(I), t : I → O is a function that maps input dataset
I to output dataset O. A data dependency ϕ = ⟨s, t, t′⟩

is a triple composed of a dataset s and two data transfor-
mations t e t′, where s ⊆ t(s) ∧ s ⊆ t′(t(s)). There-
fore, a dataflow D = ⟨T, S, Φ⟩ is a triple with data trans-
formations T of a dataset S, and a set of data dependen-
cies Φ. Given a specific data transformation t(I) = O,
an instance of a data transformation t(I ′) = O′ is the re-
sult of mapping any subset of data collections from dataset
I ′ = ∪|I|

k=1C ′
k, C ′

k ⊆ Ck ∈ I to any data collections in the
output dataset O′ = ∪|t(I)|

k=1 C ′
k, C ′

k ⊆ Ck ∈ t(I).

3 Related Work
As most of the human population will live in cities in the
next few decades, there is a great effort to improve the qual-
ity of these cities by turning them into smart cities. Ahmad
et al. [2022] discuss a series of challenges to create a smart
city and human-centered city, and one of the most critical
challenges is associated with data management. As afore-
mentioned, there are some approaches found in the literature
that propose solutions related to data management for smart
city applications. In this section, we have conducted a sim-
plified systematic mapping following the recommendations
of Petersen et al. [2015]. The systematic mapping may be de-
fined as a method for creating a classification and structuring
a particular topic of interest. In the context of this article, the
topic of interest is “Data Management for Smart Cities”. As
recommended by Petersen et al. [2015], we have defined the
following research question: RQ1: Which are the existing
approaches for “Data Management for Smart Cities?”.
One possible way to search for the publications is us-

ing the keywords extracted from the research question RQ1
(e.g., “data management”, “smart city”) to find relevant ap-
proaches in the domain. In this article, we have chosen the
snowballing strategy [Wohlin, 2014]. This strategy consid-
ers a seed set of papers as input. This seed set comprises
seminal papers of an area and papers. These papers have
their references analyzed, and the cited papers that meet spe-
cific criteria are considered in a new snowballing round (i.e.,
they also have their references analyzed). This process may
repeat for several rounds or until no new papers are included
in the next snowballing round. We used Google Scholar to
get the seed set by searching “Data Management for Smart
Cities”. As inclusion criteria, we considered peer-reviewed
papers, papers published after 2010 (a 10-year window), and
papers published in English that cover the data management
in smart cities topic. Any paper that does not meet these crite-
ria was excluded from the snowballing process. We obtained
13 papers [Consoli et al., 2015; Silva et al., 2021; Liu et al.,
2017; Jindal et al., 2020; Ribeiro and Braghetto, 2021; Costa
and Santos, 2017; Mehmood et al., 2019; Garcia-Font, 2020;
Zhou et al., 2021; Bellini et al., 2021; Nandury and Begum,
2016; Bohli et al., 2015; Ribeiro and R. Braghetto, 2022].
Following, these approaches are discussed.
Consoli et al. [2015] propose a framework for data inte-

gration on Smart Cities using the concept of Linked Open
Data. The approach proposed by Consoli et al. [2015] repre-
sents data as RDF triples, and ontologies are associated with
each dataset imported into the proposed framework. Since
the focus of the approach proposed by Consoli et al. [2015]
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is enriching the semantics, the authors do not take into ac-
count important issues such as data ingestion, aggregation,
and processing.
Silva et al. [2021] propose a framework named Aquedücte

to provide semantic data integration in the context of smart
city applications. Aquedücte provides data loading features
from JSON files or Shapefiles. One advantage of Aquedücte
is that it is based on the NGSI-LD protocol (Next Generation
Service Interfaces - Linked Data). However, besides requir-
ing the use of the protocol NGSI-LD (which is not supported
bymany applications), Aquedücte requires a data conversion
step from the original format to NGSI-LD, following the se-
mantic model defined, which generates an additional (and
non-negligible) overhead.
Liu et al. [2017] and Jindal et al. [2020] propose frame-

works for data management that are independent of the do-
main application. The proposed frameworks consider multi-
ple requirements listed by Ribeiro and Braghetto [2021] as
data ingestion, integration, and analytical queries. However,
these frameworks do not take into account the importance
of metadata management during the data life cycle and also
do not consider privacy issues. Thus, both frameworks do
not consider storing raw data through the data management
process, which can compromise auditing and post-mortem
analysis.
Costa and Santos [2017] proposes an approach to deploy

data warehouses for smart cities, alongside a storage mecha-
nism that keeps the input data in its raw format. The approach
proposed byCosta and Santos [2017] is based onwell-known
tools and libraries, such as Talend and HDFS (Hadoop Dis-
tributed File System). The generated data warehouse can
be queried using SQL via Presto. The approach proposed
by Mehmood et al. [2019] is similar to the one proposed by
Costa and Santos [2017], but the major difference is that it
has its interface to query and visualization. However, the
approach proposed by Costa and Santos [2017] and also the
one proposed by Mehmood et al. [2019] do not take into ac-
count provenance data and do not capture other metadata. In
addition, these approaches do not concern with data privacy
issues.
Garcia-Font [2020] proposes a data management architec-

ture focused on the user to communications in the context of
smart cities. The approach proposed by Garcia-Font [2020]
defines data to be managed in a decentralized way to reduce
service providers’ dependency but focuses only on commu-
nication applications. Zhou et al. [2021] propose an architec-
ture for data management on smart cities in the health field.
The approach proposed by Zhou et al. [2021] considers only
medical records and exams, and it is not extensible to other
domains. Similarly, Bellini et al. [2021] and Nandury and
Begum [2016] also focus on a specific domain to propose
their framework, i.e., public transportation. The difference
is that the approach proposed by Nandury and Begum [2016]
focuses on data loading and transferring steps, and does not
provide solutions for data integration and metadata captur-
ing.
Liu et al. [2017] propose a framework for smart city data

management, which takes into account data gathering, clean-
ing, and anonymization. The approach proposed by Liu
et al. [2017] defines what type of anonymization must be

performed according to the data classification (i.e., sensitive,
quasi-sensitive, and open/public). Although the approach
proposed by Liu et al. [2017] considers privacy issues, it does
not consider provenance nor considers the dataflow abstrac-
tion to support the data management.
Bohli et al. [2015] propose a data management frame-

work named SMARTIE. SMARTIE is a distributed frame-
work for IoT-based applications. It allows for the applica-
tion to store, share, and query data gathered from heteroge-
neous data sources. Similarly to Hurricane, SMARTIE fol-
lows a dataflow paradigm, which is designed to offer scal-
able and secure information for smart city applications. Al-
though SMARTIE represents a step forward, it does not take
into account metadata management (including provenance)
or privacy issues.
Ribeiro and R. Braghetto [2022] propose a microservice

architecture for data integration for smart cities. This ap-
proach is an extension of the reference architecture presented
in Ribeiro and Braghetto [2021]. The architecture proposed
by Ribeiro and R. Braghetto [2022] supports data ingestion
and integration features, but with the unique feature that is
a single point of access to microservices by external applica-
tions and a centralizing interface for the services. The ap-
proach proposed by Ribeiro and R. Braghetto [2022] also
collects some level of metadata, but they do not consider the
concept of dataflows either collecting provenance data or us-
ing a data lake to store final and intermediate data. Table
1 summarizes the related work characteristics and compares
the approaches found in the literature with Hurricane.
In the state of practice, Oracle [2023] also provides ser-

vices that help users to store, query and process large vol-
umes of data. Their framework also combines AI and ML
features within the services, which is desirable to implement
smart city applications. However, Oracle services do not sup-
port application-specific configurations, which are possible
in HURRICANE.

4 Proposed Approach: Hurricane
Hurricane is a configurable and extensible data service for
smart city applications. Figure 2 presents Hurricane archi-
tecture, where the gray components are contributions of this
article. As mentioned in Section 1, Hurricane is designed
on top of the dataflow abstraction for data management and
processing, i.e., the entire processing is executed after the
instantiation of multiple dataflows, where each step of the
data management is monitored and has its data and metadata
captured. Each dataflow has a specific goal and it is auto-
matically instantiated on Apache Airflow framework3 based
on previously defined configurations set by the user. Apache
Airflow provides several fundamental features such as paral-
lel and distributed processing that can be applied depending
on the data volume that needs to be processed by Hurricane.
Data in Hurricane present a well-defined life cycle, that

starts with data ingestion from external data sources. The
optimization of the ingestion process is not the main fo-
cus of this article, as many solutions can be used to effi-
ciently access and load data into Hurricane such as PFTP

3https://airflow.apache.org

https://airflow.apache.org
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Table 1. Related Work (
√
= Supported, × = Not Supported, ± = Partially Supported, ⋆ = Not Available).
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Consoli et al. [2015] ⋆ ⋆
√

× × × × × ± ×
√ √

Bohli et al. [2015] × × × × ×
√

× ×
√ √ √ √

Nandury and Begum [2016] ⋆ ± × × ×
√

× ⋆
√ √ √ √

Costa and Santos [2017]
√ √

× ×
√

× ×
√ √ √ √ √

Liu et al. [2017]
√

± × ×
√

× ×
√ √ √ √ √

Mehmood et al. [2019] ⋆
√

× × × × ×
√ √ √ √ √

Garcia-Font [2020] ⋆ ± × × ×
√

×
√ √ √ √ √

Jindal et al. [2020]
√

± × × × × ×
√ √ √ √ √

Bellini et al. [2021] ±
√ √

× ×
√

× ⋆ ±
√ √ √

Ribeiro and Braghetto [2021] ±
√

×
√

× × ×
√ √ √ √

×
Silva et al. [2021] ± ±

√
× × × × ±

√ √ √ √

Zhou et al. [2021] ⋆ ±
√

× ×
√

× ⋆
√ √ √ √

Ribeiro and R. Braghetto [2022] ±
√

×
√

× × ×
√ √ √ √ √

Hurricane
√ √

×
√ √

×
√ √ √ √ √ √

[Bhardwaj andKumar, 2005] or GridFTP [Radic et al., 2007].
Hurricane imports data from different sources, whether
they are structured or not. The requirement is an available
API that can be used to access external data. The only excep-
tion to this requirement is when importing topological data
from cities (most smart city applications require this type of
data as data are georefenced). Thus, data associated with
cities topology are directly imported from Open Street Map
(OSM)4, a collaborative mapping project that aims at creat-
ing an editable map of the Earth, using a specific ETL com-
ponent to collect data from Open Street Map API (Step 1 on
Figure 2), called ETL[OSM]. ETL[OSM] extends OSMnx li-
brary [Boeing, 2017], which enables cities’ streets network
modeling and many other operations based on geospatial ge-
ometry available on OSM. ETL[OSM] downloads this infor-
mation in JSON format and stores it on a Hurricane Data
Lake (Step 2). Once the JSON is loaded, a graph that rep-
resents the city map is created. This graph is presented in
two dataframes that contain nodes and edges. The edges are
partitioned into segments with approximately 100 meters of
distance. Besides the graph, the street metadata are also col-
lected, e.g., oneway, which indicates that the street goes just
one way and highwaywhich defines the Street/Highway type.
Figure 3 presents an example of a graph generated for a small
region around the Assis Chateaubriand Art Museum of São
Paulo (MASP) located on Paulista Avenue in the city of São
Paulo, Brazil. Algorithm 1 presents the procedure executed
to create the segments of streets with data downloaded us-
ing ETL[OSM]. The algorithm interpolates the points in the
downloaded city geometry to create segments of street of ap-
proximately 100 meters.
The ETL[OSM] component creates a dataflow dynamically

to extract necessary information from OSM to identify the
streets of a city, i.e., its topology. ETL[OSM] instantiates
the dataflow based on a configuration file similar to the frag-
ment presented on the Listing 1. The workflow_type tag de-

4https://www.openstreetmap.org

Algorithm 1 Street Segmentation
edges = getEdges() ▷ Get available edges via OSMnx.
segments = ∅
while !(isEmpty(edges)) do

vertices = redistributeV ertices(edge.geometry, 100)
while !(isEmpty(vertices)) do

startV ertex = vertices.getCurrentP oint()
endV ertex = vertices.getNextP oint()
distance = getDistance(startV ertex, endV ertex)
addresss = vertice.getName()
type = vertice.getHigW ay()
oneW ay = vertice.getOneW ay()
s = createSegment(startV ertex, endV ertex,
address, type, oneW ay, distance)
segments.add(s)

end while
end while

termines the dataflow type that will be created dynamically,
in this case, “model”, because it generates a city topology
as output. The datalake_client tag defines the connectors to
storage, in this case hdfs, the standard distributed file system
of the Hadoop stack. The datalake_workdir tag defines the
working directory where all data are going to be generated
on the data lake. The retries tag defines the number of at-
tempts that have to be consideredwhen an error occurs, while
owner represents the identifier of the user responsible for
the data loading. The metadata_url, schema and tablespace
tags are the parameters used to connect with the metadata
database. Finally, the city that has to be considered to gen-
erate the street topology is defined by the tags city, state and
country on places tag. The other data from external sources
are accessed by their respective External APIs (Step 3) by
the Data Ingestor (Step 4). This component receives data
from the APIs and loads them onto the data lake on the spe-
cific area of each data type on the Distributed Storage.

Once the raw data and cities’ segment graph are stored on
the data lake, the dataflow to process and integrate data can
be enacted (Step 5). The data processing on Hurricane is or-
ganized in four main layers: (i) ETL Raw, (ii) ETL Bronze,

https://www.openstreetmap.org
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Figure 2. Hurricane Architecture.

Figure 3. Graph representing the region around the Assis Chateaubriand
Art Museum of São Paulo (MASP) located on Avenida Paulista - Adapted

from Cunha Sá et al. [2022].

(iii) ETL Silver, and (iv) ETL Gold. In each layer, the
data goes through a series of data transformations performed
by specific dataflows, one for each layer. These dataflows
are instantiated with a configuration file similar to the frag-
ment presented on the Listing 2. The workflow_type tag
defines the dataflow type that has to be created dynami-
cally, in this case, “general”. The dag_id tag represents
the dataflow unique identifier. The related_dag_id tag rep-
resents the dataflow responsible for creating the city graph
with street segments and that is going to be integrated into
the other downloaded data. The schedule_interval tag is
a configuration used by Apache Airflow scheduler to mon-
itor all the dataflows tasks that are being executed. The
max_concurrency tag defines the number of threads that can
be executed in parallel, respecting its data dependencies. The
raw_interfaces subgroup defines the interfaces that execute

the data mappings contained on raw files stored in the data
lake with the topology data obtained from OSM.
Each interface has a unique identifier called name, a di-

rectory where the raw data can be gathered on the data lake
represented on the directory defined in input_path tag. Fur-
thermore, the rules_columns tag defines the input file data
mapping with the data extracted from OSM. This mapping
is automatically executed using global variables date, period,
latitude and longitude, that are mapped to the attributes con-
tained on the raw data files, i.e., the user has tomap the global
variables to the fields of the raw data file. On the fragment
presented on the Listing 2, date is mapped to the attribute
DATA_OCORRENCIA, period to PERIODO_OCORRENCIA, lati-
tude and longitude to attributes with the same names. It is
worth noticing that Hurricane performs semiautomatic data
integration since the user has to make the mapping manually.
Although in its current version Hurricane does not provide
automatic integration components, the architecture could be
extended to consider approaches such as the ones proposed
by Salvadores et al. [2009] and Pinkel et al. [2015]. On
feature_columns tag additional characteristics that should be
considered are defined, e.g., duplicated_key, that defines the
key attribute that has to be considered to discard duplicated
tuples in the dataset.
When the input parameters are defined, Hurricane starts

to instantiate the dataflows. The dataflow associated with the
ETL Raw layer is responsible for identifying duplicated reg-
isters (according to the configurations informed on the con-
figuration file) and defining a key attribute in the raw data.
Afterward, the dataflow associated with the ETL Bronze is
instantiated (Step 6). At this point, summarizations and data
aggregation are executed. By default, these aggregations are
executed using the values of latitude/longitude and date (i.e.,
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1 "workflow_type" : "model",
2 "dag_id" : "Generate-City-Model",
3 "datalake_client" : "hdfs",
4 "datalake_workdir" : "/datalake/model/SP",
5 "retries" : 5,
6 "owner" : "Anonimyzed",
7 "metadata_url" : "127.0.0.1:5432/cdbase",
8 "schema" : "public",
9 "tablespace" : "pg_default",
10 "places" : [
11 {
12 "city" : "Sao Paulo",
13 "state" : "Sao Paulo",
14 "country" : "Brazil"
15 }
16 ]

Listing 1: A fragment of the configuration file of ETL[OSM]
component.

space and time aggregations). It is worth noticing that the ag-
gregation function used aggregation has to be configured on
the interface (on Listing 2 the function COUNTwas the one de-
fined), and the user can define other dimensions to aggregate
on the configuration file (e.g., on the field ATT_DIMENSION).
As soon as the aggregations are finished, the dataflow asso-
ciated with the ETL Silver is instantiated (Step 7). The
ETL Silver associates aggregated data with the topology
data extracted from OSM, i.e., the graph containing streets’
segments. It is important to mention that not always the
latitude and longitude informed on the aggregated data rep-
resent a point in one of the street segments defined by the
OSM data. Thus, the ETL Silver identifies which street
segment is the closest to the point in question. Finally, the
dataflow associated with the ETL Gold (Step 8) is instanti-
ated and creates a data warehouse (DW) for each smart city
domain. By default some tables are created: a Fact Table and
multiple Dimension Tables, which are related to SEGMENT,
VERTEX, and TIME, to represent the spatial and temporal com-
ponents. However, in case other attributes have been in-
formed on ATT_DIMENSION, new dimension tables are cre-
ated according to these attributes’ domain. Figure 4 presents
the template to create the data warehouse in Hurricanewith
the Fact Table, the TIME dimension and the spatial dimen-
sions SEGMENT, VERTEX, NEIGHBORHOOD and DISTRICT and
ZONE to represent the location. The tables DIMENSION #1,
DIMENSION #2 and DIMENSION #d represent the possible d
dimensions that can be created by Hurricane.

It is important to emphasize that during the execution of
the ETL Gold, all integration between data loaded from ex-
ternal sources and topological data was previously executed
by the ETL Silver layer. So, the only responsibility of the
ETL Gold layer is to consume the data on the data lake to
generate the final vision of the data that are going to be con-
sumed by the end user. The intermediate data produced by
each dataflow are stored on the data lake in a way that they
can be used in the future (Step 9) and later synchronized
by a full overwrite on the data warehouse modeled on Post-
greSQL (Step 10). These data can optionally be anonymized
by Pseudonymization or by differential privacy mechanisms
[Dwork and Lei, 2009] using the Privacy Mechanism. Al-
though most anonymization mechanisms were initially pro-

1 {
2 "workflow_type" : "general",
3 "dag_id" : "Hurricane-PM-Crimes",
4 "related_dag_id" : "Generate-City-Model",
5 "datalake_client" : "local",
6 "datalake_workdir" : "/datalake/model/SP",
7 "max_concurrency" : 4,
8 "fact_tablename" : "CRIME",
9 "aggregation" : "COUNT",
10 "raw_interfaces" : [
11 {
12 "name": "vehicles_robbery",
13 "input_path": "/raw/vehicles_robbery/",
14 "header": 0,
15 "rules_columns": {
16 "date" : "DATA_OCORRENCIA" ,
17 "period" : "PERIODO_OCORRENCIA",
18 "latitude" : "LATITUDE",
19 "longitude" : "LONGITUDE"
20 },
21 "duplicated_key" : ["ANO_BO", "NUM_BO"],
22 "att_dimension": [{"name":"TIPO_CRIME",...]
23 } ...

Listing 2: A fragment of the ETL Configuration Template for ETL
Raw, ETL Bronze, ETL Silver and ETL Gold.

posed in the context of interactive queries, there is also
the use of anonymization approaches for the publication of
anonymized datasets, when the anonymization is applied to
the dataset before publishing it and queries are performed
on the already anonymized data [de Oliveira et al., 2019a;
Bertelli et al., 2022].
Finally, all provenance data are collected by the

Provenance Manager and stored in a specific database
(Step 11) that contains all the data derivation paths. In Fig-
ure 4 all tables in yellow represent the provenance data. One
can note that in all data transformations, the user that exe-
cuted the transformation is registered in the database. It is
worth mentioning that existing solutions for capturing prove-
nance can be used in this context. In the current version
of Hurricane, the DfAnalyzer [Silva et al., 2020] is used
to capture provenance data. Finally, an application or the
end user can consume the integrated and aggregated data
via Hurricane API (Step 12). Hurricane is being open-
sourced and its source code is available at https://github.
com/UFFeScience/Hurricane.

5 Experimental Evaluation
In this section, we present Hurricane evaluation, both quan-
titative and qualitative. Firstly, we discuss the chosen case
study and the environment setup and then the evaluation re-
sults.

5.1 Case Study
The application chosen as the case study is associated with
the analysis of crime Hot Spots [Kikuchi et al., 2012], a
cluster of crime events distributed across space. Analyzing
crime hot spots is an important task to identify places with
high crime rates and promote predictive policing strategies
[Lourenço et al., 2018]. The idea behind predictive policing

https://github.com/UFFeScience/Hurricane
https://github.com/UFFeScience/Hurricane
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Figure 4. Data Warehouse Creation Template on Hurricane.

is to make the police present to the citizens, either through
the police officers’ presence at strategic points in the city or
with police patrols. However, in large cities such as Rio de
Janeiro and São Paulo, analyzing the crime hots spots is far
from trivial.
To illustrate the presence of crime hot spots, let us take

as an example two regions of the city of São Paulo: “Alto da
Mooca” and “Itaim Paulista”. Figure 5 presents the heat map
of the streets to identify the hot spots, where the color scale
varies from light yellow to dark red, and the darker the color,
the higher the crime rate. In Figure 5(a), most of the streets
from “Alto da Mooca” do not show any crime event in the
selected period (November/2019). On the other hand, in Fig-
ure 5(b), most of the streets from the “Itaim Paulista” region
present a high crime rate in the same period, characterizing
a hot spot. To identify the hot spots, the crime data have to
be aggregated in space and time, i.e., by street segments on
the map and by the period of the year. We used Hurricane
to manage and integrate those data in our experiments.
To perform the experiments presented in this section, the

crime data were downloaded from São Paulo’s SSP-SP web-
site (https://www.ssp.sp.gov.br/). We considered the
crimes that occurred in 2019. It is worth noticing that not all
crime types that can be accessed on the website were down-
loaded. In addition, all data provided by SSP-SP contains
all attributes of a police report, i.e., private and sensitive in-
formation such as name, name of the mother, etc. We have
just considered eight crime types in the experiments, i.e.,
femicide, car theft, car robbery, cellphone theft, cellphone
robbery, theft, armed robbery, and homicide. Furthermore,
some crime events are not georeferenced (i.e., with latitude
e longitude), in a way that enables the integration of the crime
data with the map segments generated by Hurricane. Thus,
Figure 6 presents the total number (in blue) and the total num-
ber of validated crime events (in red) after being processed
by the Hurricane. It is worth noticing that the y-axis is in a
log scale.

5.2 Environment Setup
For the experiments executed in this article, we have de-

ployed Hurricane on top of the Amazon AWS cloud. Ama-
zon AWS is one of the most popular cloud computing envi-
ronments and provides different types of virtual machines to
be deployed on demand. Although there are more than 100
types of virtual machines, in the experiments presented in
this article we have considered the a1.xlarge virtual ma-
chine. A1 virtual machines have AWS Graviton Processors.
The virtual machine has 4 vCPUs and 8 GiB RAM. The vir-
tual machine was configured to be accessed using SSH with-
out password checking (although this is not recommended
due to security issues).

5.3 Quantitative Evaluation
In the quantitative evaluation, we follow the evaluation strat-
egy proposed by Ribeiro and R. Braghetto [2022]. The idea
is to measure and analyze the performance for the function-
alities of Hurricane under both normal and above-normal
workload conditions. Firstly, we have measured the perfor-
mance of the Data Ingestor component. The idea is to
measure the latency to load data from external sources to
Hurricane distributed storage. Thus, we executed an ex-
periment that submits concurrent requests to Hurricane to
download the crime dataset explained in Subsection 5.1, but
for all years from 2003 to 2019. We varied the number of
concurrent requests from 1 to 200 requests per second. Fig-
ure 7 shows the download time degradation (in seconds) as
the number of concurrent requests is increased. It is worth
noticing that the download times do not take into account
the OSM data, which is performed by a different component
in the architecture, i.e., ETL[OSM].
After analyzing the time required to download data into

the Hurricane architecture, we need to analyze the time re-
quired for the service to execute each of the ETL layers men-
tioned in Section 4. Figure 8 presents the average processing
time (i.e., x) and the standard deviation (i.e., σ) of 10 execu-
tion of each Hurricane dataflow in seconds. Analyzing Fig-
ure 8 it is possible to observe that even when a dataset is con-
sidered with only one year of data (i.e., the year of 2019), the
larger execution times are on the processing steps of cities’
data, on integration step and data summarization. In special,

https://www.ssp.sp.gov.br/
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(a) “Alto da Mooca” region. (b) “Itaim Paulista” region.
Figure 5. Crime occurrences on “Alto da Mooca” and “Itaim Paulista” in November/2019.
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processing the city topology and generating the street graph
need to obtain data from external sources the metadata from
neighborhoods and city zones, that are not available automat-
ically by OSMnx. However, these times are acceptable con-
sidering the volume of data.

5.4 Privacy Mechanism Evaluation
In order to evaluate the privacy mechanism of HURRICANE,
the original dataset downloaded from SSP-SP was consid-
ered. In this subsection, we present the results obtained by
applying the differential privacy technique. Differential Pri-
vacy [Dwork et al., 2006a] is a mathematical model that al-
lows for statistical analysis of a dataset without compromis-
ing the privacy of individuals. With strong privacy guaran-
tees, differential privacy is based on a mechanism that intro-
duces random noise into a query response. By using differen-
tial privacy mechanisms, the user has to measure the tradeoff
between utility and privacy and calibrate the mechanism. In
this article, we specifically used the mechanisms of Laplace
and Gaussian. We will briefly discuss each of these mecha-
nisms.
The Laplace mechanism [Dwork et al., 2006b] provides

differential privacy for queries that return numerical values
and is commonly applied to statistical queries. This mech-
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Figure 9. Elapsed time for anonymizing the raw data in HURRICANE (in
seconds).

anism introduces random noise into the original response
based on the Laplace distribution, which is determined by
the parameters ϵ and ∆f . The probability density func-
tion of the Laplace distribution is given by Lap(z|b) =
1
2b exp

(
− |z|

b

)
. The Gaussian mechanism [Dwork et al.,

2014] involves adding random noise following the Gaussian
distribution. But, differently from the Laplace mechanism,
the Gaussian mechanism does not satisfy ϵ-differential pri-
vacy but rather (ϵ, δ)-differential privacy, where δ is a re-
laxation factor applied. The Gaussian distribution is given
by f(x) = 1

σ
√

2π
exp

(
− (x−µ)2

2σ2

)
, where µ is the mean,

σ is the standard deviation, and σ2 is the variance. Thus,
for any arbitrary d-dimensional function, let f : N|x| →
Rd, the Gaussian mechanism [Dwork et al., 2014] is de-
fined as MG(x, f, ϵ) = f(x) + (Y1...Yk), where Yi ∼
Gau

(
c∆2(f)

ϵ

)
, i.i.d.

Following the protocol defined by Bertelli et al. [2022],
in this evaluation, we explore the following values for ϵ =
{0.01, 0.05, 0.1, 0.25, 0.5, 1} for both Laplace and Gaussian
mechanisms. Both the Laplace and Gaussian mechanisms
were centered around a mean of µ = 0. We also defined a
query that encompasses the necessary crime aggregation per
street segment. Thus, the query used in this experiment is
“What is the total number of femicide, car theft, car robbery,
cellphone theft, cellphone robbery, theft, armed robbery, and
homicide per street segment?” This query counts the crimes
in each police report per street segment.
Figure 9 presents the average execution time (10 exe-

cutions), in seconds, of the aforementioned query without
anonymization and with anonymization for each mechanism.
This allows for the analysis of the overhead introduced by
the Privacy Mechanism in HURRICANE. These values con-
sider that the ∆f has been calculated a priori. One can con-
clude that with the pre-calculated ∆f , the overhead for the
Laplace and Gaussian mechanisms is acceptable. Similarly
to the results presented by Bertelli et al. [2022], the Laplace
mechanism showed a slightly lower execution time than the
Gaussian mechanism.
Let us now analyze the utility of the data after anonymiza-

tion. We use Relative Error metric in this analysis. This

value is directly linked to the distribution of the data in
the downloaded dataset, i.e., how widely the data is dis-
tributed, and how much its absence impacts the query re-
sult. This information is measured based on the value of
∆f . By analyzing Table 2, one can observe how the rela-
tive error behaves with the variation of ϵ values in the range
[0.01, 0.05, 0.1, 0.25, 0.5, 1.0] for the aforementioned query.
Low values of ϵ, although ensuring more privacy for individ-
uals in the downloaded dataset, imply reduced utility. Note
that as the value of ϵ increases, the relative error decreases,
and this is independent of the mechanism used. Thus, an ex-
pert user is required to analyze the tradeoff between utility
and privacy according to the context and requirements of the
application. Analyzing Table 2, one can state that the Rela-
tive Error for all values of ϵ presents acceptable values that
preserve the utility of the data. It is worth noticing that for
ϵ = 0.01, the relative error decreases an order of magnitude
compared to the next value of ϵ = 0.05. Table 2, referring
to the Gaussian mechanism, also presents high relative error
values for the query. In this specific case, we can see that
values from ϵ = 0.1 already yield results with a certain level
of utility. This way, the Privacy Mechanism of HURRICANE
can anonymize data in a timely manner while maintaining
the utility of data.

5.5 Qualitative Evaluation
In the qualitative evaluation we performed a viability study
with experts in public security to evaluate the following Re-
search Question: (RQ1) “Does Hurricane support users
and developers of Smart Cities’ applications to manage and
integrate data?”. The subjects of the study were selected ac-
cording to their occupation area, i.e., public security experts.
In total, five experts were chosen to participate. The main
idea was that the participants should evaluate the Hurricane
data management to support hot spot analysis. Based on the
answers, it can be observed that all the participants have an
undergraduate degree. The experts’ degrees are in the areas
of Mathematics, Statistics, and Social Sciences. Among the
specialists, 60% worked in the area for more than 10 years
and 40% between 5 and 10 years.
The idea is that the subjects load the dataset into

Hurricane and submit queries to identify crime hot spots af-
ter data integration. Firstly, the subjects were trained to ana-
lyze the data. The training respected the same roadmap for all
subjects to avoid biases. After the use of Hurricane, a ques-
tionnaire was available to evaluate the proposed data service.
The questionnaire is based on the Technology Acceptance
Model (TAM) [Davis, 1989], which was extensively used in
similar contexts [de Souza et al., 2015]. Inspired by the re-
sults of de Souza et al. [2015], we used the TAM approach to
capture the user perception of Hurricane regarding its util-
ity and ease-of-use. Table 3 shows the questions used for the
TAM evaluation of Hurricane. Each question within the
questionnaires follows a Likert scale [de Souza et al., 2015],
and the user must select only one option between (a) Very
Low, (b) Low, (c) Medium, (d) High, and (e) Very High.
Table 3 presents the overall results of TAM questionnaires,

in which most of the surveyed experts (40% high and 20%
very high) indicate Hurricane applies to their daily rou-
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Table 2. Relative error of the Laplace and Gaussian mechanisms for different values of ϵ.
ϵ

Mechanism ∆f 0.01 0.05 0.1 0.25 0.5 1.0
Laplace 0.040 1.380 0.070 0.010 0.003 0.001 0.001
Gaussian 0.040 1.930 1.120 0.320 0.040 0.010 0.005

Table 3. Hurricane evaluation with TAM questionnaire.
Question Very Low Low Medium High Very High
Which is the applicability of
Hurricane in your daily duties?

0.00% 20.00% 20.00% 40.00% 20.00%

Which would be the data-driven
performance enhancement if you
adopted Hurricane?

0.00% 20.00% 0.00% 80.00% 0.00%

Which is the information quality level
presented by Hurricane?

0.00% 0.00% 0.00% 80.00% 20.00%

How easy was it to use Hurricane? 0.00% 60.00% 20.00% 20.00% 0.00%

tines. However, more than 60% of them also indicated us-
ing, identifying, and fixing data errors in Hurricane is not
simple. This indicates that Hurricane requires refactoring
to improve usability. Notice that Hurricane was first im-
plemented as a proof of concept rather than a final product.
All users highlighted that would be interesting the develop-
ment of a dashboard integrated to Hurricane to have the par-
tial visualization of data during the processing (i.e., human-
in-the-loop for data analysis). In this qualitative evaluation,
some threats to validity were identified. Firstly, the data up-
date control. On the current version of Hurricane, there
is data update control, i.e., Hurricane depends on the user
to upload new data. Besides, the capacity of supporting a
big quantity of simultaneous accesses was not analyzed on
Hurricane.

6 Conclusions
This article presents a data service for smart city applications
called Hurricane. Hurricane is able to import data from
multiple data sources and integrate them according to a map-
ping provided by the users. Hurricane is derived from ap-
plied research in amultidisciplinary project that includes pub-
lic security experts fromMilitary Police from Rio de Janeiro
and also computer science experts from the Universidade
Federal Fluminense (UFF).
Both quantitative and qualitative evaluations were con-

ducted on the public security domain with domain experts to
analyze if Hurricane in fact offers support on the capture,
storage, aggregation, and query to an application of crime
hot spots analysis. The subjects of the study reinforced the
importance of services such as Hurricane, which are able
to obtain data from different sources, process and integrate
them and make them available in an efficient and agile man-
ner. Even though the Hurricane deployment represents an
important step, the users requested improvements in usabil-
ity and the inclusion of new features.
Thus, as future work, we plan the integration of a dash-

board on the service to visualize the generated data, and the
inclusion of semantic support, so Hurricane will be able
to identify new relationships on the data and implicit knowl-
edge through inference. Additionally, evaluations on other

application domains are already planned, in special on rain-
fall data analysis in big urban centers. Finally, other map-
ping types are possible but have not been explored. New file
formats will be also considered as JSON, Parquet, and ORC,
together with the use of Apache Spark as distributed process-
ing framework.
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