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Abstract Point of Interest (POI) types are one of themost researched aspects of urban data. Developing newmethods
capable of capturing the semantics and similarity of POI types enables the creation of computational mechanisms
that may assist in many tasks, such as POI recommendation and Urban Planning. Several works have successfully
modeled POI types considering POI co-occurrences in different spatial regions alongwith statistical models based on
the Word2Vec technique from Natural Language Processing (NLP). In the state-of-the-art, binary relations between
each POI in a region indicate the co-occurrences. The relations are used to generate a set of two-word sentences
using the POI types. Such sentences feed a Word2Vec model that produces POI type embeddings. Although these
works have presented good results, they do not consider the spatial distance among related POIs as a feature to
represent POI types. In this context, we present the Sentence-ITDL, an approach based on Word2Vec variable
length sentences that include such a distance to generate POI type embeddings, providing an improved POI type
representation. Our approach uses the distance to generate Word2Vec variable-length sentences. We define ranges
of distances mapped to word positions in a sentence. From the mapping, nearby will have their types mapped to
close positions in the sentences.Word2Vec’s architecture uses the word position in a sentence to adjust the training
weights of each POI type. In this manner, POI type embeddings can incorporate the distance. Experiments based on
similarity assessments between POI types revealed that our representation provides values close to human judgment.
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1 Introduction

Points of Interest (POI) are specific geographic locations con-
sidered useful or interesting. For an entity to be classified as
a POI, it must have the following attributes: i) a name; ii)
a location indicated by geographic coordinates; iii) at least
one type, which indicates the nature or service offered by the
POI; iv) an identifier; and v) some contact information [La-
plante, 2015]. The importance of Points of Interest (POIs) for
human activities has given rise to several kinds of researchs
concerning reasoning and representing their types (such as
restaurants and parks). Developing new methods capable of
capturing the semantics and similarity of POI types enables
the creation of computational mechanisms that may assist in
many tasks. In Urban Planning, POIs can be exploited to
help in decision-making, through a better understanding of
cities’ structure and the function of their different regions
(such as residential and commercial areas) [Zhai et al., 2019;
Hu and Han, 2019; Mou et al., 2020]. In Recommender Sys-
tems, representations that capture POI type semantics and
similarity can help predict potential POIs that users might be
interested in [Liu et al., 2022; Ding et al., 2019; Zhang et al.,
2022]. In Geographic Information Retrieval (GIR), in the ab-
sence of a desired answer to a place query, similar POI types
can satisfy the user’s needs to some degree. Moreover, repre-
sentations that capture the semantics and similarity of types

beyond nomenclature can help design relevant solutions to a
variety of GIR problems [Gao and Yan, 2018; Huang et al.,
2022].
Recent researches [Harispe et al., 2015; Yan et al., 2017;

Yao et al., 2017] proposed to capture the semantics and sim-
ilarity of POI types considering spatial information that im-
plicitly relates the types, such as POI co-occurrences in dif-
ferent spatial regions. For instance, Gas Stations and Car
Wash can be considered similar because they frequently have
similar contexts, i.e. they usually have similar vicinity (Fig-
ure 1.a and Figure 1.b illustrates this scenario). In con-
trast, Educational institutions and Gas Stations can be con-
sidered different, because they do not share any or only a
few instances of POI neighborhood. By analyzing the co-
occurrence pattern, one can depict the types of POIs that are
considered similar if they appear in similar contexts.
In this regard, Place2Vec [Yan et al., 2017] is one of

the pioneers representing POI types using the co-occurrence
of POIs in a region (vicinity) along with the Word2Vec
model [Mikolov et al., 2013]. In Word2Vec, words in a text
are represented as real values’ vectors (named word embed-
dings, vector embeddings, or embeddings) based on the co-
occurrence of the words [Bengio et al., 2003; Mikolov et al.,
2013]. Concerning POIs, Place2Vec [Yan et al., 2017] ap-
plied this technique to extract and measure the relation of
POI types in a region according to the relation between its
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Figure 1. Context of POI co-occurrence in the vicinity of: a) Car Wash; b) Gas Station

vectors (called POI type embeddings). Thus, POI types with
similar semantics will be closer in a vector space. These vec-
tors can be used as input on clustering or recommendation
algorithms, allowing tasks such as POI recommendation and
POI type automated classification that may contribute to im-
proving POI-based urban planning, business analysis, and so
on.
Even though Place2Vec has presented good results, we

must consider some limitations. To capture the semantics
and similarity of POI types, two pieces of information were
used to complement the co-occurrence: type uniqueness,
based on the probability of a given type existing in a con-
text, and popularity, inferred from the number of social me-
dia check-ins recorded in each POI. The intuition behind this
method lies in the fact that different POI types characterize
a context differently. For example, if there is a shopping
and a café in a context, the shopping has more influence
on the other POIs due to its popularity (it has more check-
ins). Also, shopping is unique, occurring a few times in a
neighborhood, while café may appear more frequently and
not be as popular as shopping. Thus, considering popularity
and uniqueness, increasing or decreasing the co-occurrence
ratio of POI types in the Word2Vec training set is possible,
allowing this method to generate more accurate vector em-
beddings for each POI type. However, such a method does
not consider the distance among POIs as a feature to capture
their similarity. The distance was only considered to check
which POIs were in the vicinity. However, according to To-
bler’s first law of geography: “Everything is related to ev-
erything else, but near things are more related than distant
things” [Tobler, 1970]. Thus, we agree that the closer the
POIs are, the stronger the relationship among them. Another
aspect worth mentioning is that the POI types have different
levels arranged in a hierarchy1. Nonetheless, in Place2Vec,
all POI types are related, with no distinction between differ-
ent levels. Hence, types of a certain level can be directly
related to types of other levels. This approach does not al-
low models to capture the semantics of types for each level
separately, preventing comparisons across levels more accu-

1https://www.yelp.com/developers/documentation/v3/category_list

rately.
On this basis, this article presents the Sentence Infor-

mation Theoretic Distance Lagged (Sentence-ITDL), an ex-
tended version of [Silva et al., 2022], presented in XXIII
Brazilian Symposium on GeoInformatics (GEOINFO 2022).
Our method is an alternative to generate POI type embed-
dings that considers the distance between POIs in the vicinity
to capture their similarity. Our approach uses the distance to
generate Word2Vec variable-length sentences. Word2Vec’s
architecture uses the word position in a sentence to adjust
the training weights of each POI type. In this manner, POI
type embeddings can incorporate the distance. Furthermore,
we generated POI type embeddings for the various levels of
the hierarchy to understand how they impact the POI type
semantics. The main contributions of this article are:

• A newmethod to represent POI types integrating the dis-
tance between POIs as a weight adjustment factor in the
training of models. This enable Artificial Intelligence
(AI) models to capture POI type semantics and produce
more accurate representations;

• The vector embeddings of POI types that incorporate
distance among the POIs. These embeddings can be
used in several applications, such as recommendation al-
gorithms, spatial searches, urban planning, geographic
information retrieval, among others2.

We organized the subsequent sections in this article as fol-
lows. Section 2 reports a range of related work developed
in research focusing on the computational representation of
POI types. After that, Section 3 presents our approach, ex-
posing howwe generated sentences and applied POI distance
to update weights in the training of POI types. Following
this, Section 4 provides an overview of the data used in the
models’ training. Afterward, Section 5 addresses the evalu-
ation setup and experimental results, as well as comparisons
between our models’ and baseline results. Section 6 summa-
rizes the results found, indicating future research possibili-
ties.

2Source code: https://github.com/SalatielDantas/S-ITDL.git
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2 Related Work
This section discusses how related work represents POI types
using computational mechanisms. The first subsection de-
scribes existing approaches that use POI vicinity to generate
vector embeddings. The second subsection gives a discus-
sion on other researches that use state-of-the-art NLP meth-
ods, such as transformers, to enrich the representation of
POIs in general-purpose language models.

2.1 POI Type Embeddings Based on POI
Vicinity

As an alternative to a computational representation of POI
types, Yan et al. [2017] proposed the Information Theo-
retic, Distance Lagged (ITDL) algorithm to capture the POI
types’ semantics and, as a consequence, understand their re-
latedness and similarity. This method divides the continuous
vicinity of a POI intomultiple discrete bins (which are stripes
of space around a POI). Figure 2 illustrates this configuration.
Each bin represents a region used to learn a latent representa-
tion and encodes the semantic distribution between a center
POI and its neighbors (context POIs). Two main pieces of in-
formation are considered to model the similarity and related-
ness between the center POI Type and context POI Type: hu-
man activity (represented by the check-ins count of POIs in
a bin) and the uniqueness of a place (represented by the prob-
ability of a POI appearing in a bin). They are combined to
generate a number that augments the relation ⟨center POI
type, context POI type⟩ in the train set.

Figure 2. An example of vicinity view from the discrete bins.

The algorithm uses binary relations between the center
POI and the context POIs in each bin generating a list of
tuples in the format ⟨center POI type, context POI
type⟩. This set of tuples can be interpreted as a two-word
statement set. Word2Vec estimates the probability of a con-
text POI type occurring given the center POI type. Thus, the
POI type co-occurrences with other POI types in a bin are
used to represent them.
Similarly, Liu et al. [2019] applied Word2Vec to extract

and represent a place’s “niche” patterns. The developedmod-
els generate two main results: representations for the place’s
niche by type in a latent vectorial space, by which nearby
vectors represent similar niches, and the occurrence proba-
bility of each POI type in the vicinity of a central POI. Liu
et al. [2020] proposed a framework based on ITDL to envi-
sion and explore POIs, using dimensionality reduction tech-
niques, such as t-SNE van der Maaten and Hinton [2008].

In this framework, the POI vectors are mapped to a two-
dimensional space. Then, the configuration of POIs’ regions
is rendered by a thematic map that enables comparisons be-
tween different locations. Zhai et al. [2019] also proposed
a framework based on ITDL to extract and identify the func-
tions of urban regions. In this approach, the authors add the
vectors of POIs in the vicinity to represent a single entity.
Next, they applied the K-Means method to group similar en-
tities. Furthermore, they enriched each entity by adopting
vehicle and people traffic information to assist in tasks such
as urban planning. Hu et al. [2020] also applied the idea of
POIs’ co-occurrence in a vicinity, using vector embedding
multiprototype to encode the POI and topics that characterize
it at once. After encoding, the vectors were clustered using
the HDBSCAN algorithm McInnes et al. [2017] to generate
POIs’ regions of similar types and characteristics.

Wang et al. [2020] proposed Urban2Vec, a method similar
to ITDL, but employing the MeanShift [Carreira-Perpinán,
2015] algorithm to define the edge of the neighborhood of
POIs through clustering based on POI density. Thus, more
concentrated areas will have smaller neighborhoods, and
more dispersed areas (suburbs, rural areas) will have larger
neighborhoods. As a result of the grouping, the vector em-
beddings of the types incorporate the multi-scalability of
POIs in different environments. This method applies the
co-occurrence and generates the vector embeddings from
Word2Vec.

Chen et al. [2021] proposed the Hier-CEM (Category Em-
bedding Model), which generates POI type vector embed-
dings incorporating the hierarchical structure of the types.
Hier-CEM consists of two components: embeddings from
a sequence of types in a neighborhood and embeddings from
the hierarchy of types in the model. For each POI type in
the sequence, it establishes connections using the types from
the hierarchy. The constructed relationships generate vector
embeddings via Word2Vec.

2.2 POI Embeddings Based on Transformers

Liu et al. [2021] proposed a pre-training model, called Geo-
BERT, to integrate semantics and geographic information
into pre-trained representations of POIs. First, a graph simu-
lates the distribution of POIs in the real world, where nodes
represent POIs in a neighborhood connected based on their
latitude and longitude. Were created some nodes to indicate
the administrative level (street, neighborhood, city) and to
connect POIs under the same properties. The graph is used
as an input to train a graph-based model to integrate textual
data with the vector embeddings of the POIs and trained on a
BERT model [Devlin et al., 2018]. Li et al. [2022] proposed
a language model that addresses spatial aspects to provide a
general-purpose representation of geographic entities (POI)
based on neighboring entities. The so-called SPABERT ex-
tends BERT [Devlin et al., 2018] to capture the linearized
spatial context while preserving the spatial relationships of
entities in two-dimensional space. This model is pre-trained
as a masked language task and masked entity prediction task
to learn spatial dependencies. The training used pseudo
sentences from geographical databases derived from Open-
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StreetMaps3.
Based on the related work, we can say that the neighbor-

hood information and check-in data are frequently applied
strategies to represent POI types. This information defines
the similarity of types from co-occurrences in the neighbor-
hood context. In this case, check-ins capture geospatial se-
mantics by replicating co-occurrences between types in a
training set. The most used model is Word2Vec, which fo-
cuses on predicting context POI types based on center POI
types. Recent methods based on transformers provide lan-
guage models incorporating geographic information. These
methods use the neighborhood of POIs to build pseudo-
sentences to train a BERT model. Furthermore, the POIs
were combined with textual data so that the language model
captured the spatial information within the language. In this
way, the resulting models present a general purpose aspect,
being able to be used as a basis in several other activities.
Methods focused on generating POI type embeddings do

not consider the distance between POIs in the context to cap-
ture their similarity. This article proposes a method to incor-
porate distance to generate variable sentences-length. The
distance defines the position of each POI type in a sentence.
The trainingweights ofWord2Vec’s architecture are different
for each position in a sentence. Thus, we can incorporate the
distance in the POI type embeddings using variable-length
sentences.

3 Generating POI Type Embeddings
As mentioned in Subsection 2.1, The ITDL algorithm cre-
ates a set of tuples in the format ⟨center POI type,
context POI type⟩ that can be used as a two-word phrase
in Word2Vec’s training. Figure 3 illustrates an example of
training a set of tuples inWord2Vec’s Skip-gram architecture.
The first word in each tuple represents the center POI type.
The second word represents the context POI type. The tuples
processing is on the right side of Figure 3. In each instant
t1, t2, ..., tn, the weights (w′) of each relation ⟨center POI
type, context POI type⟩ are adjusted to estimate the
probability of occurrence of the context POI type (w(k+1)),
given the center POI type (w(k)).
Our approach follows a similar idea but includes the dis-

tance to generate variable-length sentences. The penalization
of the POI types relationship is applied using Word2Vec’s
structure. As seen in Figure 6, it is possible to train the
center word (w(k)) considering the words strictly next to it
(w(k + 1), w(k − 1)) and the ones further away (w(k + 2),
(w(k − 2)). In Skip-Gram, an intrinsic penalty is applied
on the weights as the words move away from the center
word [Mikolov et al., 2013]. The more distant the context
word, the more penalized it will be. Based on this structure,
we formulated the Sentence-ITDL algorithm that converts
tuples into sentences with variable sizes, using the distance
between POIs to define the types’ position in the generated
sentences (Section 3.1). Then, when we train the model, the
position of each POI type in the sentence, now defined by
the distance to the center POI, will affect the estimation of
its types relation weight (w′) (Section 3.2).
3www.https://openstreetmap.org

To make the conversion of tuples into sentences, we have
made a change in the ITDL algorithm. The tuples generated
are saved in the database along with the distance between the
center POI and the context POI, resulting in a triple ⟨center
POI type, context POI type, distance⟩. Once the
build of the dataset is ready, it goes through another process:
converting it into sentences with a pre-defined size. Then,
we use the new dataset of sentences in the training process.
Figure 4 illustrates the process followed by our approach.
The first step consists of executing the ITDL algorithm

along with some POI dataset. The second step is the execu-
tion of Sentence-ITDL (Section 3.1), which transforms the
triples into sentences. At the end of the process, the sentences
are used to train a Word2Vec model using (Section 3.2).

3.1 Sentence-ITDL Algorithm
The Sentence-ITDL algorithm, presented in Algorithm 1, re-
ceives as input a set of triples (T ), consisting of a center POI
type (tp1), a context POI type (tp2), the distance (d) among
these POIs, the distance from the center POI to the discrete
bin (b) and the size of the sentences (s). In the algorithm, the
triples set (T ) is given to the group_by_type function (line 2)
that groups the POIs types concerning the center POI types,
ordered from the spatially closest to the farthest. To insert
the POI types in a sentence, we fixed the first position to
put the center POI type while the other positions of a sen-
tence contain the context POI types. POIs are distributed in
a continuous geographic space, and it is not possible to insert
them directly into sentences that have a fixed size. For this,
we define that each sentence index will be mapped to space
intervals to cover the POIs. For that, we define a compart-
ment size (c) that map each index to a range of spaces to the
sentences index.

Algorithm 1: Sentence-ITDL Algorithm
Input: T = (tp1, tp2, d), b, s
Output: List of sentences

1 sentences← empty_list()
2 G← group_by_type(T )
3 c← b/s
4 s← s + 1
5 foreach g ∈ G do
6 i← 0
7 while i < b do
8 K ← types_in_range(g, i, c)
9 foreach k ∈ K do
10 subsentence← list_with_Sentinel()
11 subsentence[0]← k[‘center_P OI_type′]
12 subsentence[i/c]←

k[‘context_P OI_type′]
13 sentences.append(subsentence)
14 i← i + 1

15 return sentences

To fill the sentences, we traverse distance intervals starting
from the location of center POI and ending at b meters (the
last bin distance), with the addition of c meters between each
interval. The types_in_range function captures the POI types
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Figure 3. ITDL training example using Word2Vec’s Skip-Gram architecture

Figure 4. Process to generate embeddings with the ITDL and Sentence-ITDL algorithms

in the interval of distances greater than i and smaller than i+c.
In other words, the function searches for POIs that fit in a
range mapped to a specific sentence index. When identify-
ing all POIs in the interval, the algorithm loops through one
by one, creating sub-sentences. This sub-sentence is filled
with a ‘Sentinel’ word, indicating that certain positions do
not contain POI types. Then the center POI type is placed at
the beginning of the sentence (index 0), and the context POI
type at index (i/c). Finally, the new subsentence is added
to the list of sentences. It is important to highlight that each
subsentence consists only of a center POI type and a context
POI type, aiming to maintain the binary relation generated
by the ITDL. For instance, inserting a third POI type would
modify such a relationship.
As an example, the left part of Figure 5 illustrates a sit-

uation in which the distance of the discrete bin (b) used is
100m. The sentence size (s) is 2, indicating that the sen-
tence will have two context words and a center word (index
0). The compartment size(c) is 50m (b/s). The center POI
type will fill the first sentence index. The context POI types
in [0, 50] meters range will fill the second index. The con-
text POI types in [51, 100] meters range will fill the last in-
dex. Firstly, the triples 01 and 02 are converted for being
in the interval [0, 50]. The last index is filled with ‘Sentinel’
words for these two sentences. We do not fill with another
POI type in the empty indexes because we aim to keep the
binary relation between the center POI and context POI indi-
vidually. Then, we updated the range to [51, 100] meters and
converted the triple 03.
The right side of Figure 5 shows how training occurs in

Word2Vec. The POIs closer to the center are less penalized
than those further away. In the example, the shopping and
sandwich types are trained at position w(k + 1), while the
park type, which is more distant, is trained at position w(k +
2). Therefore, the weight of relationship ⟨Pizza, Park⟩ is
more penalized than the other weights relationships.
During the training step, we set the Word2Vec to ignore

the ‘Sentinel’ word, as its function only serves as a word that
fills an empty space in the sentence. With this new approach,
we can incorporate distance information among POIs to gen-
erate POI type embeddings capable of capturing the distance

aspects.

3.2 Latent Representation
The Word2Vec, proposed by Mikolov et al. [2013], is a tech-
nique developed for NLP capable of generating predictive
models from raw text. Word2Vec contains two architectures,
as illustrated in Figure 6. In the Continuous Bag of Words
(CBOW), given the preceding word sequence w(k − 1),
w(k − 2), and the succeeding word sequence w(k + 1),
w(k + 2), the model can calculate the probability of a word
wk appear. In the Skip-Gram architecture, the model must
predict the context words (preceding and succeeding) from
the center word (wk). Word2Vec model uses a window with
variable size to define the “context words”. For example, if
the window size is five, the context is the five words that
precede a target word and the five that succeed.
In its architecture, Word2Vec has a hidden layer (pro-

jection) that learns each word’s embedding, yielding a d-
dimensional embedding space. Thus, one can use each
word’s hidden layer weights (vector) and apply vector space
operations, such as cosine similarity [Wu et al., 2021]. This
way, the similarity between different words can be calculated
since words with similar co-occurring contexts will have sim-
ilar embeddings.
In the POI scenario, the idea is similar. The model pre-

dicts a center POI type with a set of context POI types (from
the vicinity) or vice-versa. For that, we can use the cross
entropy to measure the difference between the learned prob-
ability and the true probability as:

D(ŷ, y) = −ytlog(ŷt) (1)

In Equation 1, ŷ represents learned probability distribution
and y represents true probability distribution. ŷ is the pre-
dicted probability of a context POI Type occurring given a
center POI type (denoted by t), and yt can is the actual prob-
ability of a context POI Type occurring given the center POI
type. ŷt can be defined as:

ŷt = P (t1, t2, t3, ..., tm | tc) (2)
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Figure 5. Example of Sentence-ITDL sentences training in the Word2Vec’s Skip-Gram architecture
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Figure 6. Word2Vec’s Neural Network Architectures

where, t1, t2, t3, ..., tm represent context POI types, and
tc represents the type of a POI that centers the context. In
the output layer of the neural network, to transform the out-
puts into probabilities and replace the POI types with vector
representations, the softmax function was used. Thus, the
objective function is defined as follows:

Minimize J = −log

m∏
t=1

exp(uT
t vc)∑|T |

k=1 exp(uT
t vc)

(3)

where ut and vc are the context POI type vectors, and cen-
ter POI type vectors, respectively; |T | is the cardinality of
a POI type. Thus, we can define a language model for POI
types and use its vectors to calculate POI type similarity.

4 Dataset
The POIs used in this article come from the Yelp Challenge4
database (February 2021 version). It comprises 160, 585
POIs, spread across 836 cities in the USA and Canada. Our
experiments used theAustin region because it covers all POIs
present in the evaluation set. Each POI is composed by 13
attributes, as shown in Table 1. In our experiments, we used:
business_id, a unique identifier; latitude and longitude, in-
dicating the exact location of the POI; categories, which in-
dicate the POI types; and the check-in count that each POI

4https://www.yelp.com/dataset

presents, as this information is needed to run the Sentence-
ITDL algorithms. Figure 7 illustrates the POI structure in
the Yelp dataset.
Yelp has a taxonomy for the types of places, grouping them

into 21 root types (level 01), 857 types on level 02, 404 types
on level 03, and 17 types on level 04. Thus, we run our ap-
proach to generating POI type embeddings for each layer sep-
arately.

5 Experiments and Results
This section describes the experimental evaluation we con-
ducted. Subsection 5.1 presents the set of assessments used
to evaluate the vector embeddings generated in this approach;
Subsection 5.2 discusses the parameter configuration needed
to execute the method correctly. Subsection ?? presents and
discusses the evaluations’ results.

5.1 Evaluation Schema
To evaluate Sentence-ITDL, we chose the ITDL [Yan et al.,
2017] to compare because it is the pioneer and basis of other
works related to POI type embeddings. In addition, among
the related work, ITDL is the only one that generates em-
beddings focused on POI type, which is the focus of our ap-
proach, also providing the test set for comparison. In con-
trast, the other approaches create more extensive representa-
tions that do not focus only on the POI type and do not make
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Table 1. Attributes in Yelp Database
Attribute Description

business_id unique identifier for each POI
address POI address
city city containing the POI
state state containing the POI
postal_code postcode associated with POI location
latitude geographic coordinates
longitude geographic coordinates
stars POI rating given by users
review_count amount of comments related to POI
is_open flag which indicates whether the POI is open or not
attributes general information, such as number of accents, among others
categories specifies the types associated with the POI
hours POI opening hours

Figure 7. Yelp dataset example

the test set available for comparison.
In the evaluation, we used the test set5 provided by [Yan

et al., 2017]. This set was built from two tasks with the col-
laboration of 25 volunteers. Consequently, this set contem-
plates the human judgment about the semantic relatedness
and similarity of POI types. The first task, namedBinaryHIT
Evaluation (BHE), consists of identifying the less similar
POI Type, considering three different POI types disposed in a
triple. For example, in a set composed of types: dentist, edu-
cation, and orthodontist, volunteers should determine which
type is most different according to their judgment. Implicitly,
this task results in binary relationships between the most sim-
ilar (the two types not chosen are the most similar). In this
task were presented 80 triples, and for each one, the partici-
pants chose the least similar POI Type between them.
The second task, named Ranking-based HIT Evaluation

(RHE), aimed to indicate the relationship of similarity be-
tween two different POI types. For example, given the bar
and nightclub types, volunteers should select a value between
01 and 07 (the higher the number, the greater the similar-
ity and vice versa). The higher the RHE value, the greater
the similarity relationship. Based on these values, was calcu-
lated Spearman’s correlation coefficient [Ramsey, 1989] for
both people’s and models’ results. This coefficient indicates
not only the strength but also the direction of the association
that exists between two variables [Ramsey, 1989]. This ex-
periment used 70 pairs of POI types. To complement this
assessment, we used the Mean Square Error (MSE) calcula-
tion between the values given by the models and the values
given by people to measure which ones best capture the in-
tensity of the relationship between the POI types identified
by the participants.
On the set of tests, were compared types of different lev-

els. For instance, the pubs type (level 03) was a test exam-
ple compared to the cupcake type (level 02). It is essential
to highlight that we seek to evaluate the POI type embed-
dings for different levels of hierarchy to understand how each
method captured the semantics at these levels. Therefore, for
each line of the set, we defined the most general type, then,

5https://github.com/BoYanSTKO/place2vec

the types compared to the same level were generalized. This
process resulted in the following datasets being separated by
levels:

• BHE Level 01 (30 test triples);
• BHE Level 02 (42 test triples);
• RHE Level 01 (16 test tuple);
• RHE Level 02 (43 test tuple);
• RHE Level 03 (08 test tuple).

The new test datasets only had level types smaller than
03 since no type is greater than this level in the original set.
Consequently, for BHE, our assessments will be at levels 01
and 02; for RHE, our tests will be at levels 01, 02, and 03.

5.2 Parameters Configuration
To run the experiments, we must define parameters related to
Sentence-ITDL, Word2Vec, and ITDL. For Sentence-ITDL,
defining the size of the sentences to be created (s) and the bin
distance (b) to the bin used is essential. Regarding the ITDL
parameters, it is necessary to determine the number of bins
and the importance (w) of the uniqueness and popularity of
each POI type. The value w varies in [0, 1]. When w = 0,
we considered only the check-ins of the POIs. On the other
hand, when w = 1, we considered only the probability of
POI occurrence in a bin. If w = 0.5, the algorithm considers
the two elements balanced.
In our experiments, we settled the importance to w = 0.5,

for our goal is to analyze how sentences of different sizes
constructed considering distance influence the resulting vec-
tor embeddings, no matter the popularity and uniqueness ra-
tio. For the number of discrete bins and the dimension of the
vectors, we used the same configuration defined by our base-
line: 26 bins and 70 for vector dimension. For the sentence
size, we define the sentence sizes s = {2, 3, 4, 5} to analyze
the results as the sentence size grows. For theWord2Vec win-
dow size, we used window_size = {2, 3, 4, 5} because this
window needs to be the same size as the processed sentence.
We used the Euclidean Distance metric to measure the dis-
tance among POIs. However, other distance metrics might
be used.
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6 Conclusion and Further Work
Capturing the semantics of POI types by learning vector em-
beddings and using them to reason about places has already
shown promising results in several works. In this article, we
demonstrated that incorporating the distance among POIs in
this learning process enables, for some hierarchy levels, a
more precise differentiation of each type of POI. We also
demonstrated that using the POI distance in a spatial region
allows us to accurately distinguish the POI types. Further-
more, we show that using the distance also enables each POI
type vector to present similarity values closer to the values
of human judgment. Moreover, applying our technique re-
quires little effort, using Word2Vec’s natural structure, and
not requiring many extra computational resources.
We have also revealed that separately considering the lev-

els of types enables capturing the POI type’s semantics with-
out interfering among the levels. The results demonstrate
that each level can present different configurations that influ-
ence the POI type semantics. Thus, using vector embeddings
by hierarchy level allows one to performmore general or spe-
cific operations. Furthermore, we demonstrate that Sentence-
ITDL performs better at levels with a greater variety of POI
types, indicating that this method suits these situations. For
levels with smaller types, the Sentence-ITDL still presents
values of similarity closer to human judgment.

In the future, we intend to directly apply the distance value
to penalize the co-occurrence relationship in Word2Vec’s
training set. In other words, instead of considering distance
ranges mapped to indexes, we intend to use each distance to
penalize the relationship between the POIs uniquely. In this
way, different distances will have other influences on each
POI.
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