Journal of Information and Data Management, 2025, 16:1, doi: 10.5753/jidm.2025.4230

© This work is licensed under a Creative Commons Attribution 4.0 International License.

Enhancing the Performance of Machine Learning Classifiers
through Data Cleaning with Ensemble Confident Learning

Renato Okabayashi Miyaji ® & [ Escola Politécnica da Universidade de Sao Paulo | re.miyaji@usp.br |

Felipe Valencia de Almeida @
lipe.valencia.almeida@usp.br |
Pedro Luiz Pizzigatti Corréa ®
dro.correa@usp.br |

[ Escola Politécnica da Universidade de Sao Paulo | fe-

[ Escola Politécnica da Universidade de Sdo Paulo | pe-

&9 Escola Politécnica, Universidade de Sdo Paulo, Av. Prof. Luciano Gualberto, 380 - Butantd, Sao Paulo - SP, 05508-

010, Brazil.

Received: 9 March 2024 e Published: 20 January 2025

Abstract Model-centric techniques, such as hyper parameter optimization and regularization, are commonly used in
the literature to enhance the performance of Machine Learning Classifiers. However, when dealing with noisy data,
Data-Centric approaches show promising potential. Thus, in this paper a new method is proposed: the Ensemble
Confident Learning (ECL), which enhances the Confident Learning technique with the use of multiple learners
to improve the selection of instances with biased labels. This method was applied for a case study of Species
Distribution Modeling in the Amazon using Classifiers to estimate the probability of species occurrence based on
environmental conditions. Compared to Confident Learning, ECL showed an improvement of 20% in Recall and

3.5% in ROC-AUC for Logistic Regression.
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1 Introduction

To enhance the performance of Machine Learning Classi-
fiers, techniques that aim at improving their training process
or optimizing their hyper parameters are commonly applied
[James ef al., 2013]. Examples of such methods are Lasso
[Tibshirani, 1996] and Ridge [Hoerl and Kennard, 1970] reg-
ularizations in the case of Linear Regression.

In the literature, other techniques have been developed
for this purpose. However, they seek to systematically
modify the training dataset to improve the performance of
Machine Learning Classifiers. This approach is known as
Data-Centric Artificial Intelligence (DCAI) and differs from
the other common methods that aim at improving mod-
els: Model-Centric Artificial Intelligence (MCAI) [Hamid,
2022].

The Data-Centric approach (DCAI) is useful in various
contexts, especially when the dataset used for modeling is
limited — when collecting more data is complex or impossible
— or when there are uncertainties regarding the collected data
[Hamid, 2022]. Thus, there are two classes of techniques:
those that use algorithms to gain a better understanding of
the data and utilize this information to enhance the training
process of models, such as Curriculum Learning [Bengio
et al., 2009]; and algorithms that modify the training data
to improve the performance of Machine Learning Classifiers
[Northcutt et al., 2021b].

One such technique is proposed by Northcutt ef al.
[2021b], called Confident Learning (CL). As a DCAI
method, it focuses on assessing the quality of labels of the
target variable by characterizing and identifying errors. This
is done based on the principles of noisy data pruning, with

the definition of probabilistic boundaries to estimate uncer-
tainties and then ordering uncertain instances and training the
model on a more confident dataset.

Confident Learning techniques have been successfully
used in the literature. Northcutt ef al. [2021a] applied to the
10 most common datasets in Data Science used for Computer
Vision, Natural Language Processing, among others. By us-
ing CL, it was possible to identify an average of 3.3% of the
total instances with noisy labels, which when treated or re-
moved, resulted in better performance of the Machine Learn-
ing Classifiers used for prediction.

However, in the literature it is stated that one of the limi-
tations of Confident Learning is that the method is based on
the process of determining the self-confidence of the model
to classify instances according to its confidence in their la-
bels. This fact can lead to biased results when the model
does not have a good predictive ability. In this scenario, a
low confidence of the model for a class can lead to a consid-
erable amount of noisy instances being classified as correct
and, therefore, not treated [Zhang et al., 2023].

Thus, in the work of Zhang et al. [2023] a more robust
method is proposed based on Confident Learning. The new
method brings two new contributions in comparison with
the original one: the selection of instances with noisy labels
is done by two different models that are trained in differ-
ent datasets, as the Co-teaching [Han et al., 2018] method
proposes; and the predictions and thresholds of both mod-
els are used to compute a confidence interval to determine
if an instance has a noisy label or not. Li et al. [2023] pro-
posed another method based on Confident Learning, called
Decoupled Confident Learning (DeCoLe). It differs from the
method proposed by Northcutt et al. [2021b], since it does
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not hold the hypothesis of class conditional noise and, there-
fore, is more general than the original one.

In this context, this extended paper from the one previ-
ously published by Miyaji et al. [2023] aimed to propose
a new Data-Centric Artificial Intelligence (DCAI) method
based on Confident Learning - the Ensemble Confident
Learning (ECL) - and compare it with the original one in
a case study with the objective of cleaning a dataset and ad-
dressing uncertainties within it to enhance the performance
of Machine Learning Classifiers.

This paper is organized into five main sections. Section 1
provides an introduction to Confident Learning based meth-
ods and the case study. Section 2 discusses the related work
and literature review. Section 3 details the methodology of
Confident Learning and Ensemble Confident Learning, as
well as the case study. Section 4 presents the results of the
case study and discussions. Finally, the Conclusion section
summarizes the key findings, discusses the limitations of the
study, and suggests directions for future research.

2 Related Works

Standardizing inconsistent data is one of the main challenges
in databases and related applications, such as analytics and
predictive modeling. Therefore, different techniques for au-
tomatically cleaning datasets and handling their uncertain-
ties to enable the application of Machine Learning Classifiers
have been developed in the literature. In the works of Elcan
[2001] and Forman [2005], techniques aiming to estimate
false positive and false negative rates for Binary Classifica-
tion tasks, such as Cost-Sensitive Learning, were proposed.

In Elcan and Noto [2008], a new technique for a more ro-
bust Binary Classification was proposed. It can be applied to
problems in which only data regarding the positive class is
available, along with unlabeled instances for the target vari-
able. This is achieved by introducing the concept of classifi-
cation threshold to identify uncertain instances in the dataset.
However, its main limitation is the requirement for a fully
reliable positive class data.

Lipton et al. [2018] propose the Black Box Shift Estima-
tion (BBSE) technique to identify instances with inverted or
noisy labels, using Confusion Matrices and Cross-Validation
processes. In the work of Huang et al. [2019], the effec-
tiveness of identifying uncertain instances, treating them,
and then training a Machine Learning model on the treated
dataset with a significant performance gain is demonstrated.

The Confident Learning (CL) technique, proposed by
Northcutt ef al. [2021b], aimed to incorporate the main con-
tributions of the previously mentioned authors to obtain a
more robust and generalized method capable of handling un-
certain and/or unlabeled instances, identifying and treating
them, and being applicable to any kind of Machine Learning
Classifier, as well as multi-class classification problems.

In the works of Zhang et al. [2023] and Li et al. [2023],
Confident Learning based methods were proposed to address
the limitations of the original method. The method proposed
by Zhang et al. [2023] improves the robustness of the process
of selecting instances with noisy labels using two models, as
it happens in Co-teaching [Han et al., 2018], and calculat-
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ing confidence intervals. The Decoupled Confident Learn-
ing (DeCoLe) method also makes the selection of noisy la-
bels more robust by training one model for each group and
defining upper and lower bounds [Li et al., 2023].

Differently from the methods proposed by Zhang et al.
[2023] and Li ef al. [2023], Ensemble Confident Learning
aims to address the limitation of the original method of the
high dependency on the self-confidence by considering mul-
tiple learners to determine whether an instance has a noisy
label or not. In order to achieve that, different models are
trained in datasets with different frequencies of samples be-
longing to the minority and majority classes, inspired by tech-
niques developed to mitigate label noise and class imbalance
during the training process of Neural Networks, such as Co-
teaching [Han et al., 2018] and Balanced Mini-Batch Train-
ing [Shimizu et al., 2018].

The Co-teaching method was developed to enhance the
learning process of Neural Networks, when there are noisy
labels in the dataset. This is achieved through the training
of two Networks simultaneously. The instances with noisy
labels can be identified through their losses and both Net-
works communicate with each other during the training pro-
cess [Han et al., 2018]. The Balanced Mini-Batch Training
technique aims at enabling the training process of Neural Net-
works for Classification tasks, when there is an imbalanced
dataset. Thus, during the training process of the Network, re-
sampling techniques are used to balance each mini-batch of
the data [Shimizu et al., 2018].

In ECL, concepts of both methods were used to enhance
the Confident Learning method. The different proportions
between samples of the minority and majority classes are
generated with Imbalanced Learning techniques, such as
Synthetic Minority Oversampling Technique (SMOTE) [The
Imbalanced-learn Developers, 2024]. To classify a label as
noisy, a voting between the learners is performed, as it hap-
pens in Ensemble methods [James et al., 2013].

The Ensemble Confident Learning (ECL) method brings
contributions to the literature of learning with label noise,
such as: it addresses the risk of biased outputs resulting from
the Meta-Learning process of Confident Learning with the
use of multiple learners (Ensemble); it is also able to treat
Class Imbalance tasks with Imbalanced Learning techniques;
and it is model-agnostic.

Table 1 summarizes the difference between the Confident
Learning based methods. All of them are based on the Meta-
Learning process for Noisy Data Pruning. The methods De-
coupled Confident Learning (DeColLe) [Li et al., 2023], Fair-
ness Confident Learning [Zhang et al., 2023] and Ensemble
Confident Learning use multiple models to improve the con-
fidence in the process of identifying instances with noisy la-
bels. The only method that is capable of enabling the learn-
ing when there is a class imbalance is Ensemble Confident
Learning, since it uses Imbalanced Learning techniques.

To compare the new method with the original one and
model-centric techniques, a case study regarding a Species
Distribution Modeling (SDM) experiment was conducted,
in which Classifiers are used to estimate the probability of
species occurrence based on environmental variables.

Species Distribution Models (SDMs) are widely used in
Ecology to quantitatively assess the ecological niche of the
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Table 1. Comparison between Confident Learning based methods:
Confident Learning (CL), Fairness Confident Learning (FCL), De-
coupled Confident Learning (DeCoLe) and Ensemble Confident
Learning (ECL)

Method | Noisy Data | Multiple | Imbalanced
Pruning Models Data
CL X
FCL X X
DeCoLe X X
ECL X X X

analyzed species, which is the range of values of environmen-
tal variables that make an habitat suitable for the occurrence
of the species under study [Hutchinson, 1991]. In recent
decades, there has been a significant advancement in the field
of Machine Learning, with the development of models ca-
pable of impressive performances. Therefore, these models
have been increasingly used for Species Distribution Model-
ing problems [Hegel ef al., 2010].

However, Machine Learning models show greater poten-
tial for tasks, in which a large and reliable dataset is available
for modeling. Specifically for Species Distribution Model-
ing, this is not the case, as occurrence data of species are
typically used. These data are often provided in the form of
presence-only data. The most common datasets contain only
instances of species presence - equivalent to the positive class
for the Classification problem - while the assertion of species
absence - equivalent to the negative class - is a process that in-
troduces uncertainties into the data. A common practice is to
incorporate pseudo-negative samples (or Pseudo-absences)
to represent the negative class of the dataset [Beery et al.,
2021].

However, using biased data in the SDM process can lead
to incorrect results [Martin et al., 2005]. In this scenario, by
enabling the treatment of uncertainties through data clean-
ing, the Ensemble Confident Learning (ECL) and Confident
Learning (CL) techniques demonstrate great potential to en-
hance the use of Machine Learning Classifiers for Species
Distribution Modeling.

Specifically for the task of Species Distribution Modeling,
several approaches have been adopted in the literature for
handling uncertainties. One of them is through the Bayesian
approach, which enables the incorporation of expert knowl-
edge or previous studies into the models using the Bayes
Theorem. In Bayesian models, prior and likelihood probabil-
ity distributions can be provided for their parameters, from
which the posterior probability distribution is determined.
The Bayesian Logistic Regression classifier, evaluated by
Miyaji and Corréa [2021], Di Lorenzo et al. [2011], and
Golini [2011], showed great potential for handling uncertain-
ties. However, the main limitation of this approach is the
requirement for expert knowledge or previous studies for its
application, and it is not applicable to all kinds of Classifiers.

Another approach is to represent negative classes in the
dataset through pseudo-negative samples [Beery ez al., 2021].
Preferably, these should be selected based on expert knowl-
edge or previous studies, and an option is also to use random
sampling without replacement, but in this latter case, there
are risks regarding negative class labeling [Golini, 2011]. In
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the work of Marsh et al. [2023], the SDM profiling method
was proposed, which can add pseudo-negative samples by
analyzing the sensitivity of unlabeled instances in the model,
examining the interaction of environmental conditions on
species occurrence probability response curves.

From the conducted literature review, it can be concluded
that the application of the Data-Centric Artificial Intelligence
(DCALI) approach, with Confident Learning (CL) techniques
for handling uncertainties and cleaning the dataset used for
Species Distribution Modeling tasks, was unprecedented in
the literature, with no other works identified with similar
scope, until the work of Miyaji et al. [2023] was published.
As an extension of that paper, this work proposes a new
method - the Ensemble Confident Learning (ECL) - that
is the first one to use multiple learners trained in different
datasets resulting from Imbalanced Learning techniques to
address the risk of biased results from the Meta-Learning pro-
cess of Confident Learning.

3 Methods

In this section, the Confident Learning and Ensemble Con-
fident Learning techniques are presented, along with the
methodological procedure adopted to apply them in the case
study.

3.1 Confident Learning

The Confident Learning (CL) technique proposed by North-
cutt ef al. [2021b] fall within the realm of Supervised Learn-
ing, capable of characterizing uncertain labels, identifying in-
stances where they occur, using them for learning, and iden-
tifying ontology-related label issues.

The method is based on three principles: Noisy Data Prun-
ing aims to search for and identify errors in labels; Count for
uncertainty estimation, avoiding error propagation in model
weights with imperfect probabilities; and Rank instances ac-
cording to their uncertainty estimate, to select instances used
for model training, enabling training with greater confidence
[Northcutt et al., 2021b].

To achieve this, the method seeks to estimate the joint
probability distribution of true labels and noisy labels in the
analyzed dataset, estimating a matrix where rows represent
noisy labels and columns represent true labels, filled with
instance counts. Thus, the matrix’s diagonals indicate in-
stances where noisy and true labels are equal.

The joint probability distribution of true and noisy labels,
represented by Q.+ [1][j], is obtained from the matrix with
instance counts in each class, represented by Cy .+ [4][j], and
its posterior normalization. In the Cy ;- [¢][4] matrix, § repre-
sents noisy labels, y* represents true labels, and 4, j represent
the rows and columns of the matrix, respectively.

The estimation of the joint probability distribution of true
and noisy labels is presented in Equation (1). The definition
of X’g:iyy*:j is presented in Equation (2), where X repre-
sents the dataset, p is the estimated or predicted probability
for the label, = is the instance, 6 are the parameters of the
Machine Learning model, ¢; is the expected self-confidence
for class j, and M is the set of all possible classes.
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Cyyeill7] = | Xg=i == 1)

Xjmiymj = {7 € Xy 1 9(§ = j12,0) > t;,

J = argmaTiensp(y—jiz,0)>t,0(J = j;2,0)}

2

Through Equation (2), it can be observed that to determine
the joint probability distribution a comparison between the
estimated probability of an instance belonging to a class la-
beled j with the expected self-confidence for class ; is done.
The self-confidence is calculated by Equation (3). Thus, an
instance is considered for counting (and therefore can be con-
fidently assigned to that class) only when its estimated prob-
ability is greater than or equal to the classification threshold
established for the class (expected self-confidence for class
t;). This concept proposed by Northcutt et al. [2021b] is
capable of generalizing the proposition of [Elcan and Noto,
2008].

1

> b =G0 3)

[Xo=il L5

After determining the matrix Cj .« [i][;], it should be nor-
malized to obtain the estimate of the distribution Q3 .~ [4][J].
Through it, it is possible to identify the off-diagonal mark-
ings, which indicate labels with higher associated uncertainty
and are possibly incorrect (i.e., where the noisy label 7 is dif-
ferent from the true label y* with an estimated probability
above the threshold ¢;).

As advantages of using the Confident Learning (CL) tech-
nique, the following can be mentioned: the method does not
have hyper parameters; it utilizes the Cross-Validation pro-
cess to obtain probabilities; it can estimate the joint probabil-
ity distribution directly from true and noisy labels; it can be
used for multi-class classification problems; it can identify
and rank instances according to their uncertainty and proba-
bility of being incorrect; it does not assume an uniform er-
ror distribution among classes; it is model-agnostic, appli-
cable to any Machine Learning Classifier; and it does not
require only instances with completely correct labels [North-
cutt et al., 2021b].

The steps of the presented method can be observed in Fig-
ure 1. Initially, noisy data feed the predictive model, which
predicts their true labels y* and calculates the estimated prob-
abilities. Then, these are compared with the noisy labels
7, obtaining the matrix Cj ,+[4][j] and the joint probability
distribution Qg ,,~[¢][7]. This allows for pruning, identifying
data with incorrect labels and generating a treated dataset.

3.2 Ensemble Confident Learning

The proposed method - Ensemble Confident Learning (ECL)
- is based on Confident Learning [Northcutt et al., 2021b].
The main difference between the methods is in the selection
of instances with error in its label. While in the original
method, the estimated probability of an instance belonging
to each class j is compared with the trained model’s expected
self-confidence for each class ¢; and the same model is after-
wards used for prediction, in ECL the concept of Ensemble
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Confident Learning (CL)

Dataset X

ML Model

Predicted Labels y*

Estimated Probabilities

L% Noisy Labels y~

Matrix C

Joint Probability
Distribution G

Pruning Incorrect Labels

l

Treated Dataset

E—

Figure 1. Confident Learning (CL). Adapted from Northcutt et al. [2021b]

Learning [James et al., 2013] is used to reduce the risk of
bias.

The proposed algorithm for ECL is presented bellow (Al-
gorithm 1). The steps of the presented method can be ob-
served in Figure 2. In ECL, multiple Machine Learning
models are trained to determine the estimated probability of
an instance belonging to each class j and the expected self-
confidence for each class ¢;. Inspired by the processes of
Balanced Mini-Batch Training of Neural Networks [Shimizu
et al., 2018] and Co-teaching [Han et al., 2018], multiple
datasets with different frequencies of samples belonging to
the minority and majority classes are generated from the orig-
inal dataset with Imbalanced Learning techniques.

Initially, the amount of Machine Learning Classifiers n
used for ECL and the different ratios a; between minority
and majority classes are defined. The ratios can be defined
through a simple rule, such as 1:1 to 1:n, when n Classifiers
are used. In case of multi-class Classification, a similar rule
can be used, such as 1:1:1, 1:2:1, 1:1:2 for 3 classes and 3
Classifiers.

Then, for each Machine Learning Classifier C;, the Imbal-
anced Learning technique is applied to the Noisy Dataset X
to generate a new one with ratio of a; (X;), as presented in
lines 1 to 4 of Algorithm 1. One possible approach that can
be used is oversampling the minority class with Synthetic
Minority Oversampling Technique (SMOTE) or other meth-
ods. SMOTE is a method of balancing the dataset through
resampling. It involves creating synthetic positive samples,
increasing their frequency. Another possible approach is un-
dersampling instances of the majority class with techniques,
such as Random Undersampling.

The Machine Learning Classifier C; fits the dataset X.
Then, as it happens in Confident Learning, for each instance
x; of the dataset X; and each class j, the Classifier C; is



Enhancing the Performance of Machine Learning Classifiers through Data Cleaning with Ensemble Confident Learning

used to generate cross-validated estimates p(§ = j; x;,0), as
presented in lines 5 to 10 of Algorithm 1. These estimated
probabilities p(§ = j;x;,0) are used to determine the ex-
pected self-confidence for each class t;, as presented in lines
11 to 14 of Algorithm 1. Then, the estimate p(g = j;x;, 6)
for each instance and each class is compared to the self-
confidence for each class ¢; to determine the correct label
y*, as presented in lines 15 to 23 of Algorithm 1. With y*
and ¢, it is possible to determine matrices Cjj - [¢][j] with in-
stance counts in each class and joint probability distributions
of true and noisy labels Qg ,,~ 4] [7]-

Finally, differently from the original method, in ECL to
prune the data and mark an instance as correct, a voting be-
tween the three Classifiers is performed. An unanimous vote
between the three Classifiers must be reached to classify an
instance label as correct, i.e. p(§ = j;x,0) > t; for each
model, as presented in lines 24 to 31 of Algorithm 1.

ECL relies on the assumption that datasets with different
class predominances enable Machine Learning Classifiers to
more accurately capture the relationships between the pre-
dictor and the target variables for each of the classes in the
dataset [The Imbalanced-learn Developers, 2024]. Further-
more, the unanimous voting process between the different
Classifiers minimizes the risk of biased results when select-
ing the instances with incorrect labels [James et al., 2013].

Ensemble Confident Learning (ECL)

Dataset X
—
Imbalanced Learning
Model
ML Model ML Model ML Model
1 n
| ‘ Predicted Labels y*
l Estimated Probabilities
) Matrix C
(D Joint Probability
Distribution Q
Unanimous Veting
Pruning ——» Incormect Labels

i

Treated Dataset

Figure 2. Ensemble Confident Learning (ECL)

Algorithm 1: Ensemble Confident Learning

1

2
3
4

5

10

11

12
13
14

15

Input :n Machine Learning Classifiers C, J classes,
Imbalanced Learning Method L and ratio
between minority and majority classes o

Data :Noisy dataset X with size N

# Part 1: Generate different datasets and train
Classifier;

for i =1tondo
X; < fit imbalanced learning(L (X, a;));
fit classifier(C; (X;, §));

# Part 2: Estimate probabilities with Cross
Validation;

for! =1t N do
for j =1t J do
P(§ = j;x1,0) + C; predict crossval
prob;
end
end

# Part 3: Calculate threshold for each class;

for j =1t J do
‘ t; + calculate threshold(p(7 = j; x,0));
end

# Part 4: Predict label y*;

for! =1t N do
for j =1t J do
if p(g = j;x,0) > t; then
|yt
end
end
end

end
# Part 5: Prune data with Unanimous Voting;

for! =1+t N do
fori =1+t ndo
if y* # ¢ then
| mark as incorrect(z;,5);
end
end

Miyaji et al. 2025
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3.3 Case Study

The Case Study presented in this paper is regarding a Species
Distribution Modeling experiment using Machine Learning
Classifiers, as it involves a problem with uncertain data [Mar-
tin et al., 2005].

For this purpose, the selected region for analysis was the
Amazon Rain forest, more specifically, the city of Manaus
(AM). This area is considered by experts as an ideal labora-
tory for studying the influence of anthropogenic activity on
climate and terrestrial ecosystems in tropical forests [Mar-
tin et al., 2017]. Thus, between 2014 and 2015, meteoro-
logical and aerosol data were collected through low altitude
flights. These flights were part of the Green Ocean Amazon
2014/15 (GoAmazon 2014/15) project, organized by the At-
mospheric Radiation Measurement (ARM), an agency affili-
ated with the United States government, and Brazilian insti-
tutions [Martin et al., 2016]. From the GoAmazon 2014/15
project dataset, it was possible to obtain the predictor vari-
ables to be used for Species Distribution Modeling.

As for the data used as the target variable related to species
occurrence, it was collected from two sources: the Chico
Mendes Institute for Biodiversity Conservation (ICMBio),
which monitors national biodiversity and openly provides
species occurrence records throughout Brazil on the Biodi-
versity Portal [ICMBio, 2024]. In addition to the Global
Biodiversity Information Facility (GBIF), one of the largest
repositories of data on species occurrence on all continents
[GBIF, 2024]. However, for the region analyzed in the case
study, when combining both datasets, a low quantity of data
for the same species is obtained. This fact may be prejudicial
to the performance of Machine Learning models [Almeida
etal., 2021].

To construct the dataset for Species Distribution Model-
ing, the data resulting from the spatial interpolation process,
applied to the GoAmazon 2014/15 project data and made
available by Miyaji et al. [2021], was used. The variables
provided were: temperature, ozone concentration (Os), car-
bon monoxide concentration (C'O), nitrogen oxides concen-
tration (/N O x ), methane concentration (C'Hy), carbon diox-
ide concentration (C'O-), isoprene concentration, acetoni-
trile concentration, particle number count, and water vapor
volume fraction (H50).

For the same period of interest and the region between
the same geographical coordinates of the spatial interpola-
tion data, occurrence records of species provided by ICMBio
and GBIF were obtained. Thus, the species with the highest
occurrence counts were the Coragyps atratus (black vulture)
and the Tyrannus melancholicus (tropical kingbird), repre-
senting 54 and 50 distinct records, respectively.

Using Python language, the bioclimatic dataset was con-
structed, applying the necessary filters, treatments, and per-
forming the join operation between the datasets, consider-
ing the geographical coordinates and occurrence registration
date. The species to be analyzed was the one with the high-
est occurrence frequency, the Coragyps atratus, to facilitate
the application of Species Distribution Models [Hernandez
et al., 2006].

Then, to select the predictor variables to be used in the
Species Distribution Model, a Correlation Analysis was per-
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formed. Adopting the Pearson coefficient, the linear relation-
ship between variables in pairs was analyzed. We decided to
remove one of the variables from pairs with high correlation,
i.e., with a Pearson coefficient greater than or equal to 80%
in modulus [Mateo ef al., 2013]. Thus, it was avoided that
the model incorporated random patterns and suffered from
multicollinearity [Pinaya and Corréa, 2014]. Three predictor
variables were removed from the dataset. Thus, the predictor
variables used were: maximum temperature, minimum tem-
perature, ozone concentration, carbon monoxide concentra-
tion, nitrogen oxides concentration, methane concentration,
isoprene concentration, acetonitrile concentration, and water
vapor volume fraction.

The selected Classification model was one of the most
common for the task of Species Distribution Modeling: Lo-
gistic Regression, as it is a simple linear model and one of the
most frequent in the literature with greater potential [Hegel
et al., 2010; Beery et al., 2021].

Due to the natural class imbalance and the uncertainties as-
sociated with the labeling of negative absence classes of the
species occurrence [Johnson et al., 2012], to treat the prob-
lem of Imbalanced Classification, the Synthetic Minority
Oversampling Technique (SMOTE) [The Imbalanced-learn
Developers, 2024] was chosen to be applied for both tech-
niques: Confident Learning (CL) and Ensemble Confident
Learning (ECL). For the case study of the original model
(CL), it was defined that the resampled dataset should have a
ratio of 1:3 between positive over negative samples. The size
of the dataset was of 185,305 rows. In the original dataset,
the sample distribution of different classes was 3.3% for the
positive class (species presence) and 96.7% for the negative
class (species absence). In the resampled dataset using the
SMOTE technique, the distribution was 23% for the positive
class and 77% for the negative class.

For the case study using Ensemble Confident Learning,
the resampled datasets were generated from the original one
through SMOTE. The ratios between the minority and ma-
jority samples were defined according to the rule 1:1 to 1:n,
when n Classifiers are used.

With the dataset and the Classifiers defined, it was possible
to apply Confident Learning (CL) [Northcutt ef al., 2021b]
and Ensemble Confident Learning (ECL) techniques, accord-
ing to the procedure presented in Figures 1 and 2.

The other state-of-the-art Confident Learning based meth-
ods proposed by Zhang et al. [2023] and Li et al. [2023] were
also applied to the case study, in order to provide different
baselines. The Decoupled Confident Learning (DeCoLe) [Li
et al., 2023] method was applied with two Classifiers trained
in different datasets. The original training dataset was di-
vided into two, according to a variable that is capable of char-
acterizing different groups. For the case study, the selected
variable was the geographic region: close to cities, such as
Manaus (AM), and far from them. The Fairness Confident
Learning [Zhang et al., 2023] method was applied to the case
study with two Logistic Regression models with different hy-
per parameters and therefore learning capabilities.

As evaluation metrics for the Classifiers, Accuracy and Re-
call were adopted, as it is a problem of Imbalanced Classifi-
cation. Furthermore, the Area Under the Receiver Operating
Characteristic Curve (ROC-AUC) was also evaluated. The
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metrics were evaluated on an hold-out dataset, using Cross
Validation with the Stratified K-Fold method, with K = 5, as
recommended for the application of the Confident Learning
technique [Northcutt ef al., 2021b].

The experimental protocol for the Case Study is presented
in Figure 3.

Spatial Interpolation

l

Cleaning and Filtering Cleaning and Filtering

Merge

|

Feature Selection

|

Data-Centric
Techniques

|

Meodel Training and
Evaluation

Figure 3. Experimental protocol for the Case Study

4 Results

The Confident Learning (CL) technique was applied using
the Logistic Regression model for the case study. Initially, it
was applied to the original dataset, modified only by incorpo-
rating synthetic positive samples through the SMOTE resam-
pling technique. Through its use, the predictive capability of
the classifier could be improved, especially regarding the mi-
nority class. However, due to the creation of synthetic sam-
ples, larger uncertainties may be introduced into the dataset.
In this sense, using techniques such as Confident Learning
(CL) becomes even more relevant.

For the optimization of the model’s hyper parameters,
Cross Validation was used, considering the parameter C.
This corresponds to the inverse of regularization, which con-
trols the model’s robustness to small data variations, prevent-
ing overfitting [James ef al., 2013]. After this process, the
ideal value was determined to be C' = 1.

Then, Cross Validation was applied using the 5-Fold
method to measure the defined evaluation metrics, obtaining
an average accuracy of 76.7%, a recall of 50.0% for the pos-
itive (minority) class, and a ROC-AUC of 78.1%. Thus, it is
noted that the model was able to develop good predictive ca-
pability, but this does not reflect when considering only the
minority class, which has greater importance for the Species
Distribution Modeling task.

The trained model was used for the Confident Learning
technique. For this purpose, the classification threshold val-
ues were determined, i.e., the expected self-confidence for

Miyaji et al. 2025

each of the classes ¢;. The values of tg = 79.9% for
the negative class and t; = 33.1% for the positive class
were obtained. This indicates that the model has lower self-
confidence for the minority class.

With the expected self-confidence defined, it was possible
to construct the joint matrix Cj ,«[i][j]. Then, the values
were normalized, obtaining the joint probability distribution
Q3.4+ [][j], presented in Table 2. Approximately 24.0% of
the dataset has incorrect labels according to the CL method.

Table 2. Joint Probability Distribution Qg [¢][7] for CL

Qpy |y =0y =1
7=0 | 624% | 16.7%
g=1] 73% | 13.6%

For the Ensemble Confident Learning technique, n differ-
ent Logistic Regression Classifiers were trained each in one
of the resampled datasets with ratios between the minority
and majority samples of 1:1 to 1:n, using the same procedure
described above. The method was applied with n = 3 Clas-
sifiers (1:1, 1:2 and 1:3 ratios), n = 4 Classifiers (1:1, 1:2,
1:3 and 1:4 ratios) and n = 5 Classifiers (1:1, 1:2, 1:3, 1:4
and 1:5 ratios). The intermediate results of the ECL method
will be presented for the method with n = 3 Classifiers. The
expected self-confidence ¢; for each of the classes are pre-
sented in Table 3. For the Classifier trained in the dataset
with ratio of 1:3, the self-confidence for the majority class
is the highest, while for the minority class is the lowest. Us-
ing only this Classifier could be harmful for the CL perfor-
mance, since it has a low predictive ability for the minority
class, which could lead to a large amount of instances being
mislabeled and, therefore, increasing the risk of obtaining bi-
ased results [Zhang et al., 2023]. As the ratio between minor-
ity and majority classes increases, the self-confidence in the
minority class of the models trained in the resampled dataset
increases up to 62.0% for 1:1 ratio. However, meanwhile the
self-confidence in the majority class decreases, but only 17.9
p.p.. For the model trained in the resampled dataset with 1:1
ratio, the self-confidence for both classes are high (62.0%).

Table 3. Expected self-confidence for each class for each Classifier
for ECL with n = 3 Classifiers

Ratio to t1
1:33 | 79.9% | 33.1%
1:22 | 66.3% | 55.1%
1:1 | 62.0% | 62.0%

Then, the joint probability distribution Qg -~ [i][j] was
computed for each of the three models, presented in Tables
4, 5 and 6. Approximately 24.0% of the dataset has incor-
rect labels according to the model with ratio 1:3, 18.3% for
the model with ratio 1:2 and 17.5% with ratio 1:1. As the
ratio increases, the error rate decreases. However, a caveat
should be highlighted: since SMOTE is used to resample the
datasets, the total amount of instances are different for each
of the models.

Then, the dataset was pruned according to the classifica-
tions presented in Table 2 for the CL method. Then, a new
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Table 4. Joint Probability Distribution Qg,,=[¢][j] for ECL with
Ratio 1:3 for ECL with n = 3 Classifiers

Qpy |y =0]y" =1
7=01| 624% | 16.7%
=11 73% | 13.6%

Table 5. Joint Probability Distribution Qg,,=[¢][j] for ECL with
Ratio 1:2 for ECL with n = 3 Classifiers

Qoy |y =0y =1
7=0 | 50.5% | 16.2%
g=1] 21% | 31.1%

Table 6. Joint Probability Distribution Qg,,+[][j] for ECL with
Ratio 1:1 for ECL with n = 3 Classifiers

Qpy |y =0y =1
§=0| 44.8% | 153%
g=1] 22% | 377%

Logistic Regression model was trained in the treated dataset.
With the new model, Cross Validation was again applied us-
ing the 5-Fold method to obtain evaluation metrics. An av-
erage accuracy of 95.6%, a recall of 75.0% for the positive
(minority) class, and a ROC-AUC of 95.8% were obtained.
Therefore, a significant improvement in the predictive capa-
bility of the model is observed in all metrics. Specifically,
this enhancement was higher for metrics of the positive (mi-
nority) class, with an increase of 25 p.p. or 50% in recall.

For the ECL method with n = 3 Classifiers, the data prun-
ing was performed with Unanimous Voting. The joint prob-
ability distribution Q.- [¢[/] is presented in Table 7. Thus,
the error rate increases to 33.9%, since it is a more conser-
vative method. The same procedure described above was
performed to train the new model, obtaining an average ac-
curacy of 93.8%, a recall of 80.0% for the positive (minority)
class, and a ROC-AUC of 93.8%. The comparison between
the performance metrics of the models is presented in Table
8.

Table 7. Joint Probability Distribution Qg,y=[¢][j] for ECL with
Unanimous Voting for ECL with n = 3 Classifiers

Qpy |y =0]y" =1
=01 603% | 18.1%
T=1] 158% | 5.8%

Table 8. Comparison of performance between models trained in the
original and treated datasets

Dataset Accuracy | Recall | ROC-AUC
Original 76.7% 50.0% 78.1%
CL 95.6% 75.0% 95.8%
DeColLe 93.0% 80.0% 82.8%
Fairness CL 95.0% 85.0% 90.5%
ECL 3 Classifiers 93.8% 80.0% 93.8%
ECL 4 Classifiers 93.8% 90.0% 96.4%
ECL 5 Classifiers 93.9% 90.0% 99.1%
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The improved performance metrics achieved with both
Confident Learning (CL) and Ensemble Confident Learning
(ECL) methods are justified by the fact that the methods are
capable of cleaning the dataset. This is achieved by identify-
ing instances where there is greater uncertainty about their
label. However, there is a significant dependency on the
expected self-confidence for each class, which determines
whether an instance is considered as incorrect. Therefore, it
is relevant for the method that the base classifier has high
predictive capability. If this condition is not met, i.e., if the
predictive capability is very low, this criterion becomes less
restrictive, resulting in many instances being identified as in-
correct, which can introduce biases to the desired analysis.

Comparing the performance metrics from Ensemble Con-
fident Learning to the original method, for ECL with 3 Ma-
chine Learning Classifiers, there is a slight decrease in both
Accuracy and ROC-AUC of less than 2 p.p.. In the other
hand, there is an increase of 5 p.p. in the metric of the minor-
ity class, since Recall reaches 80.0%.

The performance of the ECL method with 4 Classifiers
was better, with a ROC-AUC of 96.4% (0.6 p.p. higher than
CL) and a Recall of 90% (15 p.p. higher than CL). The Ac-
curacy was still slightly lower: 93.8% (1.8 p.p. lower than
CL). Finally, the ECL method with 5 Classifiers was able to
achieve the best performance, with a ROC-AUC of 99.1%
(3.3 p.p. higher than the original method) and a Recall of
90%.

As presented in Table 8, there is a clear trend between the
model’s performance and the amount of Machine Learning
Classifiers used for the ECL method. With the use of more
Classifiers, the percentage of samples identified with incor-
rect labels increases and the model becomes more conserva-
tive, as an Unanimous Voting is adopted. The key assump-
tion is that Classifiers trained in different datasets are able to
develop unique predictive capabilities, which enhances their
performance and ability to identify instances with incorrect
labels. Therefore, with 3 Classifiers a slight increase in Re-
callis observed. With 4 or 5 Classifiers, a significant increase
in performance is achieved in both Recall and ROC-AUC.

The results presented in Table 8 show that both meth-
ods DeCoLe and Fairness Confident Learning were able to
achieve a higher Recall than the original method. However,
there is a decrease in both Accuracy and ROC-AUC. The
performance of Fairness Confident Learning is similar to En-
semble Confident Learning with 3 Classifiers. Thus, the use
of multiple Classifiers improves the model’s predictive ca-
pacity related to the minority class (higher Recall). However,
to achieve an overall better performance more than 3 Classi-
fiers are necessary.

Considering that ECL has a more robust process to select
instances with incorrect label, since it is based in different
Classifiers with higher self-confidence for both classes, it can
be considered as a robust technique to address the problem
of Label Noise Classification in Machine Learning.

5 Conclusion

In this paper, techniques from the field of Data-Centric Arti-
ficial Intelligence (DCAI) were applied to clean data, treat
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associated uncertainties, and enhance the performance of
Machine Learning Classifiers. Specifically, a new method
was proposed and evaluated - Ensemble Confident Learning
(ECL). Furthermore, the original method - Confident Learn-
ing (CL) - was applied to identify instances in the original
dataset there where more likely to be incorrect.

For this purpose, CL, ECL and other state-of-the-art tech-
niques were applied to a case study of a Species Distribution
Modeling experiment. This task involves various sources of
uncertainties associated with the labels of the target variable
(the presence or absence of the analyzed species), as only
species presence records (Presence-only Data) are used to
construct the dataset. The dataset adopted regarded the occur-
rence of Coragyps atratus, with predictor variables related to
meteorological and aerosol data.

Due to the class imbalance in the dataset used for
modeling, the Synthetic Minority Oversampling Technique
(SMOTE) was applied to resample the positive class for the
CL method. Subsequently, a Logistic Regression model was
trained, and its performance metrics were calculated. This
model was then used to apply the Confident Learning tech-
nique to identify instances with potentially incorrect labels
and to clean the data. As a result, we observed an increase
from 76.7% to 95.6% in Accuracy and from 78.1% to 95.8%
in ROC-AUC. The most significant improvement was in the
metric associated with the minority class, with an increase of
50% (25 p.p.) in Recall.

To apply ECL with 3, 4 and 5 Machine Learning Clas-
sifiers, SMOTE was also used to generate three resampled
datasets with different ratios between minority and major-
ity classes. A different Logistic Regression Classifier was
trained in each of the datasets and the dataset was pruned
with Unanimous Voting. The best performing model used
5 Classifiers and obtained an average Accuracy of 93.9%, a
Recall 0f 90.0% for the positive (minority) class, and a ROC-
AUC of 99.1%, showing a significant improvement of 20%
in Recall and 3.5% in ROC-AUC in comparison with Confi-
dent Learning.

Therefore, it is concluded that both Confident Learning
(CL) and Ensemble Confident Learning (ECL) techniques
show great potential for treating uncertainties in datasets for
Machine Learning Classification tasks, resulting in a signif-
icant improvement in performance. ECL can be considered
as more robust, since it does not depend on an unique model
to select instances with incorrect label. Thus, it reduces risk
of biased outputs resulting from the Meta-Learning process
of Confident Learning using multiple learners (Ensemble).

Given the obtained results, for future works, we suggest
applying both Confident Learning (CL) and Ensemble Con-
fident Learning (ECL) techniques to other commonly used
Machine Learning classifiers for Species Distribution Model-
ing, such as Random Forests, Support Vector Machines, Ar-
tificial Neural Networks, among others. In these cases, as
the model’s predictive ability may be higher, the criterion
adopted to evaluate whether an instance has an incorrect la-
bel can become more accurate, leading to improved results.
Different learners composing the ensemble could be applied
in the ECL method, which could enhance the identification
of instances with noisy labels. Moreover, another suggestion
for future works could be the use of different types of voting.
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In ECL, a more conservative approach was adopted through
Unanimous Voting.
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