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Abstract

In electronic games, the controller is the mean through which the player can interact with the game’s virtual world,

being an essential factor in all of the user experience. New controllers may, therefore, completely modify the player

experience, also serving as a tool to investigate new ways of interacting with interactive systems of various purposes.

In this context, this paper presents the Interactive Sphere, a spherical device to be employed specially with games

and virtual reality environments. This novel device combines the pressing of certain regions of the sphere with

gestural interaction, in addition to providing haptic, auditive and visual feedback. The paper describes all of the

rationale behind the decisions taken during the design and development process of the device, in addition to the

techniques employed for implementing the detection of the acts of pressing and moving the Interactive Sphere. In this

project, accessible, low-cost materials and techniques were prioritized, which could be more easily adapted to other

contexts. We envision that the lessons learned and the guidelines derived from its design and development process

may assist in the idealization and construction of new ways of interacting, by providing a set of methods, techniques

and technologies that were employed in the development of a new physical artifact of interaction presented in this

work.
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1 Introduction

Controllers are essential components to the player experience

in electronic games (Hufnal et al., 2019), acting as a “contact

point” with the game’s virtual world and fundamentally struc-

turing the player experience (Murphy, 2014). Controllers that

are different from those commonly employed today can, there-

fore, change the way players experience the game (Llagostera,

2019; Brown et al., 2015). Several researchers have already

proposed alternative controls and other interaction devices

with different formats, such as gloves (Foottit et al., 2014),

musical instruments (Ey et al., 2010), rings (Miranda et al.,

2010, 2013), trumpets (Sarinho, 2017), belts (Dobbelstein

et al., 2015), ropes (Shahmiri et al., 2019), or even a Rubik’s

Cube (Roudaut et al., 2014). The research and creation of new

controllers, in this sense, offer opportunities to explore other

means of interaction, allowing to reveal resources capable

of also influencing the project of controllers for videogame

consoles (Llagostera, 2019).

However, building a different controller may be a challeng-

ing task from various perspectives. For example, technical

challenges could make it difficult to implement a functional

prototype of a device based on the conceived conceptual

design. These challenges that arise during the development

phase may produce new problems, or even new requirements,

which have the potential to induce changes even in the design

initially conceived for the controller. In addition, it is impor-

tant to guarantee, during all of the development process, that

the “right device” is being built, and that it actually meets the

needs of its target audience, without bringing new interactions

barriers (Miranda et al., 2009). When it comes to a project for

an innovative device, it is not always possible to guarantee

that widely employed methodologies, as well as the hardware

and software technologies employed in current devices, will

adapt adequately to the new context.

In this sense, this work presents the project, design and the

development of the Interactive Sphere, a spherical controller

focused on games and virtual reality (VR) environments. This

device aims at abstracting the most basic principle of interac-

tion employed by a large portion of videogame controllers,

that is, the “pressing of buttons”, in addition to taking ad-

vantage of the movements of the human hand. To this end, a

combination of pressure over the device’s spherical surface

and gestural interaction was explored. To improve the use

experience of this controller, the device also provides haptic,

visual and auditive feedbacks. Thus, the controller presented

in this work may contribute to explore, under various perspec-

tives, new ways to experience and interact in games and VR,

and potentially with other types of interactive systems.

In addition, seeking to contribute to the development of

other devices using the methods, the techniques, or the tech-

nologies employed in this work, all of the design and develop-

ment process used in the project of the Interactive Sphere are

also described in a detailed manner. The methodological back-

ground of this process was inspired in a set of activities and

artifacts widely employed by the authors in previous works

(e.g., Miranda et al. (2007, 2011); Almeida et al. (2009); San-

tana et al. (2009)). This description facilitates the adoption, by

other researchers, of a subset of these activities and artifacts

selected according to the needs of each project. For build-

ing the prototype of the Interactive Sphere, there was also

a concern in using low-cost materials and prototyping tech-
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niques that facilitate their replication or adaptation in projects

conducted by other researchers, technology developers, or

independent makers.

The paper is organized as follows: Section 2 describes

other spherical interaction devices found in the literature; Sec-

tion 3 presents the process of design and development of the

Interactive Sphere; Section 4 details the Interactive Sphere un-

der various perspectives; Section 5 presents implementation

guidelines, described based on the lessons learned with the

development of the Interactive Sphere; Section 6 discusses

the results of this work; and Section 7 concludes the paper.

2 Related work

There are a number of works in the literature that describe

interaction devices with a spherical shape applied to different

domains, such as the “musical balls” proposed by Weinberg

et al. (2000). The musical balls were created to allow for

children and non-professionals to play music. The device is

composed of a soft fabric ball with eight pressure sensors

distributed around the sphere. Users may press the sphere to

produce sounds. The sensors consist of high impedance elec-

trodes whose capacitance is measured by a micro-controller

(PIC16F84), which sends messages through a serial interface

to a desktop computer, which in turn is responsible for playing

the music (a specific software was developed to aid in this

process).

Perelman et al. (2015), on the other hand, presented the

RolyPoly Mouse (RPM), an input device based on a spherical

shape, which include functions of both a mouse and a con-

troller for three-dimensional environments. The RPM allows

for the detection of not only translation over a 2D surface, but

also the rotation over its three axes, that is, front-back (pitch),

left-right (roll), and around its vertical axis (yaw). The princi-

ple of the device imitates a toy known as “roly poly”, but with

a spherical shape. Its base is adapted such that it has a low

center of mass, allowing it to be automatically repositioned

once released by the user. A consumer-grade sensor (i.e., the

Polhemus Patriot Wireless Tracker) was employed detect the

positioning and the rotation of the RPM, which is based on

a “marker”, that is, a passive component that emits electro-

magnetic waves, and a receptor, which detects those waves to

determine the marker’s position and rotation (Khalfin, 2002).

The device also includes a ring-shaped button, constructed

based on a resistive potentiometer that emits a value accord-

ing to the touched position. An Arduino Fio was employed

to interface this button, along with a Bluetooth shield and an

external battery for power.

Another spherical device, called “CHI-Ball”, was proposed

by Heberlein et al. (2003), and developed to assist in teaching

martial arts with the support of games. The device presents a

group of buttons coated with silicon in the shape of animal

footprints, related to fundamental animal forms in Tai Chi

and Kung Fu. The sphere can be held by one or two users

concurrently, and the buttons allow to detect whether the

users are holding the sphere in the right position. In addition

to buttons, the orientation and acceleration of the device may

also be employed as inputs. Coloured lights are emitted from

the inside of the sphere to provide feedback.

Another device that aims at assisting in the rehabilitation

of the hands, or more specifically of the wrists, was devel-

oped by Karime et al. (2012) to be employed with serious

games. This device was built through the instrumentation of

a “anti-stress ball”, a kind of flexible sphere utilized by phys-

iotherapists in certain treatments. The authors coupled three

movement sensors to an anti-stress ball (i.e., an accelerometer,

a gyroscope, and a magnetometer) to allow for the detection

of wrist movements based on the rotation on the three axes

of the device (i.e., pitch, roll , and yaw). In addition, to allow

the detection of pressure on the sphere, a pressure sensor was

attached to the device to be positioned under the user’s palm.

Varesano and Vernero (2012) proposed a spherical device

to be employed in videogame and entertainment activities,

called PALLA. The authors opted for a simple shape, with-

out buttons or other visible components, in order to bring

the device’s design closer to everyday objects and simplify

interaction for the elderly and for users with little affinity

with technology. A prototype of the device was built with

a rigid, semi-transparent plastic sphere (reused from a toy

package). The sphere can be separated in half into two hemi-

spheres, allowing the assembly of electronic components. The

semi-transparent surface allows for a high brightness RGB

LED to provide visual feedback from inside the sphere. In

addition, a vibration motor is employed to provide haptic feed-

back. A composition of four sensors allows for the detection

of movement (i.e., accelerometer, gyroscope, magnetometer,

and a high resolution barometer). A LDR (Light Dependent

Resistor), capable of detecting light levels, is also available

in the device. An Arduino Duemilanove board controls these

sensors and actuators, communicating through a Bluetooth

module. Using this group of sensors, the PALLAwas designed

to identify certain different forms of interaction. The device

may be rolled over a surface, being able to detect its orien-

tation and the performed movement, or be lifted by a user,

detecting the changes in attitude with an accuracy of less than

10cm. The PALLA is also able to identify taps over points

on the sphere’s surface from the movement produced on the

accelerometer; and the approximation of the user’s hand over

the sphere based on the light level detected from the LDR,

that is, detecting the shadow of the hand on the device.

Comparing the Interactive Sphere, which will be presented

in this work, with other spherical devices found in the liter-

ature as previously described, we highlight two comparison

aspects: the proposed use and form of interaction. Regard-

ing the proposed use, the Interactive Sphere is closer to the

PALLA (Varesano and Vernero, 2012). Both devices were de-

signed as general-purpose controllers for games, although the

PALLA has a greater focus on users with low affinity to tech-

nology, aiming at being similar to everyday objects, while the

Interactive Sphere aims at being similar to other controllers

specially designed for games. The CHI-Ball (Heberlein et al.,

2003) was also designed as a controller applicable for games,

but with a specific purpose, while other devices such as the

musical balls (Weinberg et al., 2000), the RolyPolyMouse

(Perelman et al., 2015) and the sensory stress ball were de-

signed for other domains of application.

In terms of the form of interaction, the Interactive Sphere

combines some of the resources employed in the other devices.

As with the musical balls, the CHI-Ball and the sensory stress
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ball, the Interactive Sphere employs pressure sensors, but also

uses multiple sensors to extend this capability over nearly

the entire surface of the sphere, allowing it to receive input

from multiple fingers. This can facilitate the control of games

and other applications that require more complex controls,

such as 3D modelling, simulations, and social interactions in

virtual environments. The Interactive Sphere also employs

movement sensors, similarly to the other analysed controllers

(with the exception of the musical balls). However, in contrast

with the PALLA and the RolyPolyMouse, the Interactive

Sphere was not designed to be used over a surface, but to be

kept held under the user’s palm, allowing more freedom for

movements and, along with gesture recognition techniques,

the Interactive Sphere also allows for the execution of more

elaborate gestures, as will be described later in this article.

3 Design and development process

The design and development process of the Interactive Sphere

was structured through a series of activities. Each one of these

activities involved the production of one or more artifacts1,

with the goal of refining the project in an iterative and incre-

mental manner until arriving at the functional prototype of this

novel device. The initial activities were focused on delimiting

the scope and the requirements of the device, while gradually

shifting this focus to activities that emphasizes the design and

development of the Interacting Sphere to, only then, move

towards the actual implementation of the prototype of the

device.

Figure 1 represents the eight activities in the sequence in

which they were performed. Artifacts produced in a certain

stage could be updated or refined in posterior stages as re-

quired. However, the focus of the process was not on keeping

the artifacts, but to utilize them to design and elaborate the

device, that is, the artifacts were considered, in this process,

as a mean, and not as an end in itself. This set of activities

and artifacts produced as part of this process are detailed next.

The goal with this detailing is not to describe a “reference

method”, but to share experiences and allow the community of

researchers to verify its appropriateness for their own projects.

Figure 1. Activities in the process of design and development of the Interactive Sphere.

1The term “artifact”, in the context of this work, refers to the “product”

resulting from a stage of the Interactive Sphere project. Examples of artifacts

produced during the development of this process are: technical documents,

electronic schemes, various diagrams, and 3D models.

3.1 Brainstorming sessions to outline the

project proposal

The objective defined for the project addressed in this work

was the construction of a new “physical artifact of interac-

tion”. This objective was motivated by the intention to explore

novel ways of interaction, potentially innovative, with inter-

active systems; naturally, a research topic of interest to the

authors of this work. Given the exploratory nature of this

objective, it was necessary to best delimit the proposal of the

new “physical artifact of interaction”, that is, to define which

“type” of device could be developed and for which context of

use it could be employed. A simple way to raise ideas for this

purpose is through brainstorming sessions. This technique

can be more or less structured, and may have a mediator to

coordinate the sessions. The sessions may also have a varied

number of participants and can be conducted for as long as

the participants deem appropriate.

In the case of the project addressed in this work, a single

brainstorming session was performed with the authors of the

project, with this session having a duration of approximately

one hour and half.At the end of this session, it was decided for

the proposal of a “spherical controller”. In other projects, for

example, these brainstorming sessions conducted to discuss

initial ideas could be performed more often, have a longer du-

ration, or involve a greater number of participants, including

professionals trained in different areas of knowledge, who

could contribute with different views to the discussions. With

more than a single session, each one could explore specific

“themes”, such as sessions for “initial generation of ideas

regarding a given theme”, “validation of initially defined

ideas” or “comparison between (alternative) ideas”. It should

be noted that having a professional with prior experience in

this type of activity conducting the brainstorming sessions

enhances its results.
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3.2 Competitors analysis through literature re-

search

Once the proposal of a “spherical controller” was defined

in the first stage, it was important to verify the existence of

works containing similar solutions. This activity is important

to ensure the originality of the project, in addition to providing

guidelines that could assist in its execution. The main goal

was to find works presenting controllers in a spherical shape

in the literature.

For this purpose, searches were initially conducted in spe-

cialized journals and conferences (e.g., respectively, IEEE

Transactions on Consumer Electronics andACM CHI Confer-

ence on Human Factors in Computing Systems). Posteriorly,

the searches were expanded using scientific databases and

indexers (i.e., Scopus, Web of Science, and Google Scholar),

resulting in the identification of part of the related work de-

scribed in Section 2. It is worth mentioning that the objective

of this stage was not to perform an exhaustive or systematic

literature search, but to have an overview of the works that

presented and developed solutions similar to the proposal of

the “spherical controller” defined in the previous stage, and

once found, to analyze what are the similarities, development

methods, types and forms of interaction, challenges, applica-

tion domains and limitations, in order to verify the feasibility

of implementing a new solution.

Figure 2. Stakeholders Identification Diagram created for the project.

3.3 Domain analysis through Organizational

Semiotics

After performing the analysis of competitors, the next stage

aimed at analysing the domain related to the proposal of a

“spherical device of interaction”, that is, the proposal of the

“Sphere”. Regarding this aspect, the Organizational Semiotics

(Liu, 2000; Stamper, 2001) provides a framework that helps

to clarify the investigated domain from a socio-technical per-

spective. For this, three artifacts of the ProblemArticulation

Methods (PAM) of Organizational Semiotics were employed

(i.e., the Stakeholders Identification Diagram, the Evaluation

Frame, and the Semiotics Ladder) in order to identify issues

and challenges, in addition to possible solution related to the

“spherical device of interaction”.

The Stakeholders Identification Diagram assists in iden-

tifying the domain stakeholders who directly or indirectly

influence or are affected by the proposed solution (Pereira

et al., 2013). According to the “level” of this influence, the

stakeholders are classified into four layers (or categories):

Contribution, Source, Market, and Community. The Contri-

bution dimension includes the stakeholders that directly affect

the project (e.g., end users and developers). The dimension

Source comprises possible information and/or technology

suppliers (e.g., researchers and repositories). InMarket are

classified possible collaborators or competitors (e.g., other

similar solutions, and competitor or partner companies). Fi-

nally, the dimension Community groups stakeholders that

have an indirect influence over the project (e.g., members and

venues of scientific communities).
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Considering the Stakeholder Identification Diagram cre-

ated for the project (Figure 2), we identified several stakehold-

ers that could influence on the design and development of the

Interactive Sphere. For example, in the Contribution layer, we

identified potential users of the Sphere, such as players, per-

sons with physical or motor disabilities (e.g., physiotherapy

patients) and developers. In the Source layer, we identified

various suppliers that may affect both the development and

in possible applications of the Sphere, such as possible “con-

sumers” of the device, that is, game developers, researchers

and physiotherapists, in addition to suppliers for components

that may compose the physical project of the Sphere, such as

embedded hardware platforms (e.g., Arduino and Raspberry

boards) and software repositories (e.g., for gesture recogni-

tion functions). For the Market layer, we identified actors

that could be both partners (e.g., crowdfunding platforms and

funding institutions) and competitors of the product, such as

game companies and other game controller devices. Finally,

for the Community layer, we listed actors that could indirectly

influence on the project and use of the Sphere, such as norms,

ergonomics and communication standards between devices,

in addition to possible regulatory bodies (e.g., for patents).

Table 1. Evaluation Frame created for the project.

Stakeholder Problems and Issues Ideas and Solutions

Contribution

• What implications may the special needs of end users

(e.g., elderly, disabled, children) bring to the interaction

language?

• Utilize multiple interaction modalities (e.g., tactile, vi-

sual, auditive, gestural) to allow for greater inclusion of

user groups.

•Which functions must the sphere software interface (API)

provite to allow the development of applications?

• Include tactile cues on the sphere for the visually im-

paired.

• How to facilitate the manufacturing of the sphere by a

“maker” (at home)?

• Design device (hardware) in a way that facilitates the

replacement of parts during maintenance.

• Which implications may groups of users (e.g., children

disabled) bring to the physical aspect of the sphere (e.g.,

resistance, materials, texture)?

• Use commands that reduce motor effort to assist users

with physical limitations (e.g., elderly).

• Can the interaction language be adapted for users?

Source

• How to adapt the device to the different technologies of

consoles and games?

• Allow the expansion of commands through soft-

ware/firmware updates in the sphere.

• How (and if) the sphere could be employed for physio-

therapy (and other applications for health and/or rehabili-

tation)?

• Have metric measurement mechanisms for the use of

the sphere (for applications such as physiotherapy and/or

debugging).

•Howmuch can open source hardware platforms available

in the market support the development of the sphere?

• How the “open” (hardware/software) community can

help in the development of the sphere?

Market

• How to use the sphere to control other devices (e.g., a

drone)?

• Facilite the use of the sphere with other interaction de-

vices (e.g., VR).

• How can crowdfunding platforms fund the implementa-

tion?

• Use licenses that facilitate the free use of the solution (at

a commercial and user level).

• How to take/publicize the idea/prototype to the market?

Community

• How to market the productions resulting from the devel-

opment process for benefiting the community?

• To apply mechanisms that avoid possible harm for end

users (or for other devices).

• Which consequences may occur (in the short, medium

and long term) for users (in terms of privacy, health, etc.)?

•Adopt measures that incentive “ethical” uses and manu-

facturing of the solution (e.g., open hardware, open soft-

ware).

• Which impacts for the environment the product may

bring once produced in large scale?

• Design the device in a way to facilitate its unmounting

and the reuse of parts.

• Is it possible to adopt measures to reduce this impact?

For some of the stakeholder roles we also identified sub-

categories that may require different needs. For example, in

the Contribution layer, we highlight not only players among

“end users”, but also children, seniors and early adopters. We

also mapped stakeholders who are present in more than one

dimension: application developers and independent makers,

who both represent categories of users of the solution, as well

as possible sources of information.

Based on the Stakeholders Identification Diagram, it is

possible to build the Evaluation Frame, which allows raising

issues and questions as well as ideas and solutions under the

perspective of the different, previously identified stakeholders

(Miranda et al., 2008).

For the Evaluation Frame created for the project (Table

1), for example, questions were raised in the Contribution

layer regarding the adaptability and impacts of the Sphere

in relation to the different groups of end users (e.g., persons

with disabilities, children, and gamers), and the possibility

of manufacturing and maintenance of devices by makers.

Some ideas raised based on these issues include the use of

multiple interaction modalities to adapt to different users, and

the design of the device (hardware) in a way that facilitates

its construction and maintenance by makers.
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In the Source layer, we identified issues related both to the

development of the Sphere, such as its employment and adap-

tation to different technologies and contribution by developers

from open source communities, and to the adaptation of the

Sphere to physiotherapy applications, which included ideas

in the sense of allowing the expansion of Sphere’s functional-

ities with updates and debug modes for more specialized use

scenarios. For the Market layer, questions and issues related

to the funding and marketing of the Sphere were raised, with

solutions including the adoption of licenses for the free use of

the device and its compatibility with other electronic devices.

Finally, for the Community layer, issues that involve the im-

pact of the Sphere production both for people and for the

environment were identified, with ideas for solutions propos-

ing safety mechanisms for the use of the Sphere and means

to incentive the reuse of its components.

The Semiotic Ladder (Stamper, 2001; Baranauskas et al.,

2003; Miranda et al., 2007) also allows to raise ideas and

issues related to a information or computational system. How-

ever, in the case of the Semiotic Ladder, the ideas and issues

are raised from six different perspectives of semiotics which

are represented in this artifact in different levels (from bot-

tom to top): Physical World, Empirical, Syntactic, Semantic,

Pragmatic, and Social World.

Table 2. Semiotic Ladder created for the project.

Level Issues and Ideas

Social World

• How different audiences might view the use of the sphere in a social context (e.g., something new, cool, weird)?

• Which impacts/rules/restrictions in the interaction language may be imposed by the culture in which the sphere is

inserted?

• What is the cost to produce/sell the sphere? What is the impact of the cost on the usage of the sphere (e.g., target

audience, contexts of use)?

• What impacts can the use and production cycle of the sphere bring to the environment? How to design and develop

the sphere to make it easy to repair, recycle, reuse, and “repurpose” the sphere throughout its lifecycle?

Pragmatic

• For which types of activity would users want to use the sphere?

• How to indicate (visually) the capacities and possibilities of the sphere?

• How to build the interaction flow of the sphere (i.e., indicate the start, intention/command and end of interaction)?

What action should be performed by the user to indicate intention to interact with the sphere?

Semantic

• What meanings can the materials and colors used in the sphere produce in users?

• How to indicate visually (and for the visually impaired) that the sphere is an interactive sphere?

• What meanings/inferences can the user attribute to the weight and size of the sphere? (e.g., fragility, resistance,

difficult to use)

• How to communicate different states of the sphere (e.g., on, off, ready for interaction) to different user audiences

(e.g., people with disabilities)? Idea: feedback (haptic?) on detecting touch (indicating “ready to interact”).

Syntactic

• Which protocols are most suitable for communication between the sphere and other computational devices?

• What functionalities does the sphere need to have to interact with different types of computational applications?

•What is the syntax of the (basic) interaction language between the user and the sphere?What basic actions (commands)

compose the language?

• How can the user indicate which device/application they want to pair with?

Empirical

• What communication technologies to use between the sphere and computational devices? What are the advantages

and disadvantages of existing technologies (e.g., Bluetooth, Wi-Fi) for use scenarios of the sphere?

• What are the advantages and disadvantages of interaction mechanisms (e.g., gesture, touch) for user interaction?

• How much can the (lack of) “accuracy” of sensors interfere in the interaction language?

Physical World

• How can the size of the sphere influence on the interaction?

• What is the most appropriate size to suit different groups of end users?

• How much space do the (minimum) hardware components demand for the construction (of a prototype) of the

sphere?

• What are the impacts of the sphere’s weight on interaction, users and hardware components?

• How to charge the sphere (e.g., USB or induction)? How to indicate sphere energy level?

• How to optimize battery usage? Idea: The sphere can detect inactivity and go into standby mode.

• What “features” are needed for the external part of the sphere?

These six levels relate to different aspects in the use of signs

to stablish communication. Technical/technological aspects

are considered in the lower levels to: produce and transmit sig-

nals (Physical World); stablish codification schemes (Empiri-

cal) and define rules to compose language (Syntactic). Above

these levels are those that consider human aspects, such as:

the meaning of the signs (Semantic), their use purpose or

communicative intention (Pragmatic) and the interpretation

of these signs in a given context (Social World). The envision

of a ladder comes from the idea that properties on the upper

levels are built from the lower levels (Stamper, 2001).

For the Semiotic Ladder created for the project (Table 2),

issues and ideas related to the Physical World were raised

regarding materials and dimensions of the Sphere (e.g., size,

weight, and temperature), battery use e physical design. In

the Empirical level, choices for data communication and tech-

nology patterns, and interaction mechanisms (e.g., sensors)

were considered. For the Syntactic level, the questions were

related to the communication of the Sphere with users and

other devices (e.g., protocols, offered features, and interaction

language with users).
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In the Semantic level, the focus was on the meanings at-

tributed (by users) or communicated (by designers) in aspects

such as appearance, dimensions of the device and its interfaces

(actuators and sensors). In the Pragmatic level, the intentions

and motivations in the use of the device and on ways of es-

tablishing (initial) interactions or commands were analysed.

Finally, in Social World, the influence of social aspects on

the use and development of the device was questioned, such

as: perception and receptivity of the Sphere, influence of cul-

ture on the interaction language, and cost and environmental

impact.

In the case of the project described in this work, the arti-

facts from Organizational Semiotics assisted the project team

to visualize the solution inserted in society and to perceive

other views about its use and construction. This may be done

with a relatively low investment of time and other resources,

and even without the availability of stakeholders representa-

tives. This naturally implies that the results are limited by the

information available for the designers and by their ability

to assume other perspectives. In this case, other activities

may be important to complement the obtained views. Even

so, these artifacts may offer interesting contributions to the

development process.

3.4 Braindrawing sessions for the initial design

of the device

The artifacts from Organizational Semiotics assisted in rais-

ing problems and issues, as well as ideas and solutions. It

was then necessary to translate the ideas and solutions found

into a more concrete proposal for the device. Thus, the next

step was to conduct braindrawing sessions to refine ideas for

the Sphere and its applications. Braindrawing is one of the

techniques from Participative Design (Muller et al., 1997)

which, as its name suggests, is inspired by the technique of

brainstorming, but aiming at exploring more visual resources

to aid in the construction of collective ideas, thus allowing

the rapid generation of a set of candidate proposals. This tech-

nique is being employed in various works presented in the

literature (e.g., Miranda et al., 2011). In braindrawing, each

participant starts with a sheet of paper, where they can explore

one or more ideas, preferably through drawings, but written

notes can also be made. After a predefined interval (e.g., five

minutes), each sheet is passed to the next participant, who

continues to work on the ideas/drawings on the paper, until

the participants have worked sufficiently with each other’s

ideas.

Four braindrawing sessions were performed for the project.

The first two were carried out with the project authors, in

order to explore ideas related to the design, components of

the Sphere and possible forms of interaction. The last two ses-

sions sought to explore ideas for digital games designed to be

controlled with the Sphere, as a way to validate and refine the

capabilities of the device. For this, two other researchers/de-

velopers, also identified as potential users (gamers), were

invited to participate. An initial explanation of the purpose of

the session and the current state of the project was performed

at the start of each session. Then, the braindrawing activity

itself was performed, as described above. A duration of five

minutes was defined for each drawing iteration, with four

Figure 3. Example of a braindrawing resulting from one of the project

sessions.

iterations being performed in each session. At the end of each

session, the elaborated ideas were presented and collectively

discussed, in order to facilitate their understanding by all par-

ticipants. It was also attempted to elaborate a consolidated

version of the proposed ideas on a new sheet of paper after

the discussions. It is worth to highlight that, for some of the

sessions, it was not possible to establish a clear consensus

within the available duration (about 40 to 50 minutes after the

drawings were finished). Figure 3 shows the braindrawing re-

sult of one of the project sessions, which outlines a candidate

design for the Sphere.

Braindrawing has shown to be an appropriate technique

not only for allowing the generation of several ideas in a

relatively short time, but also for helping to concretize and

explain ideas among the designers, as the drawings allow

for another dimension of expression to the participants. Few

resources are required to conduct a session (basically, pencil

and paper), and it can be done even in quiet environments,

in addition to being a dynamic and potentially fun activity,

which can help to engage participants. However, converging

the ideas and visions of the designers may be a challenge. For

example, it was observed that there were different visions of

how the device should work during the sessions, not always

reaching a consensus. In this sense, according to the needs

of the project, it may be interesting to give more emphasis to

the convergence stage and to provide more details regarding

the characteristics that are already defined about the project

at the beginning of the session.

3.5 Consolidation of listed requirements

The activities performed previously allowed eliciting, in dif-

ferent ways, numerous requirements. Thus, to guide the devel-

opment of the device and determine which of these require-

ments would be met first, it was important to consolidate and

prioritize the requirements. The elicited requirements were

then specified and identified, in order to facilitate their refer-

ence. These requirements were also prioritized as: necessary,

important, desirable, and optional. The requirements were
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also divided into three categories: “Interaction Resources”,

which include requirements related to ways of interacting

with users (inputs and outputs); “Connectivity Requirements”,

grouping functions required by the (software) clients to con-

nect to the Sphere; and “Device (hardware) Requirements”,

which relates to functions required for the maintenance and

functioning of the device.

Listing the requirements helps to provide a clearer view

of the requirements that must be implemented, which in turn

helps the planning of posterior activities. Thus, the focus

was not to describe the requirements in a detailed manner,

but to have a general overview about them. The format for

listing the requirements was also not very relevant at this

stage. Other formats such as, for example, user stories, could

also be employed. We sought to use the simplest format that

met the needs of the project.

3.6 Detailing of requirements through usage

scenarios

The consolidation of requirements allowed to list the require-

ments elicited in previous stages. Even so, some of these re-

quirements were not sufficiently detailed to be implemented.

Thus, usage scenarios were employed as a mean to further de-

tail these requirements.According to Carroll (2003), scenarios

are, essentially, stories about people and activities performed

by them. Scenarios make it possible to explain the use of the

system, that is, the actions taken by users, how the system

responds to these actions, and even how users interpret these

responses. In this sense, scenarios help to guide the design

and analysis of systems with a broader view (Carroll, 2003).

To create usage scenarios for the Sphere, a few digital

games idealized in the braindrawing sessions were used as a

basis. Each scenario was structured by combining a graphical

representation and a textual description. The graphic represen-

tation included screen prototypes of the games and, in some

cases, sketches of the Sphere usage. The textual description,

on the other hand, detailed the context and the intention of the

players in the scenario, which steps would be performed by

them, and which responses would be sent by the device and

by the applications. Based on these scenario representations,

a list of requirements and observations was created, including

observations and requirements related to their implementation

or other aspects of the scenario. If required, new requirements

could also be included in this list.

Figure 4. Example of illustration employed with a usage scenario depicting the announcement of the Interactive Sphere to allow its connection with a device

(host).

Figure 4 exemplifies one of the images created to describe

a usage scenario. This scenario explored how the user could

activate the discovering of the device (to other devices). In

this case, two discovering actions were imagined: (i) pressing

the sphere for a given duration, or (ii) pressing a specific re-

gions (such as the top). Then, the drawing details the feedback

provided by the device using a LED strip, during the discov-

ering period and in cases of success or failure. The imagined

scenario also included a description detailing these possible

sequences of user actions and the device’s responses.

Scenarios were especially useful for making clearer how

the device could be employed in a given idealized context,

with the possibility of highlighting limitations and new neces-

sities. However, as the elaboration of scenarios still requires

a certain effort varying according to the level of details, the

construction of scenarios a posteriori for all requirements

may not compensate. It is possible, however, to utilize sce-

narios even to guide the development the system as a whole,

such as with design based in scenarios (Carroll, 2003) or

with Behaviour-Driven Development (North, 2006; Solis and

Wang, 2011).

3.7 Construction of partial prototypes to ex-

plore technologies

Before starting the construction of a functional prototype

for the Sphere, it was necessary to explore techniques and

technologies that would be employed in the device. A set of

partial prototypes were employed in this sense. According to

Hunt and Thomas (2019), prototypes are learning experiences

in which software components and other disposable materials

(i.e., that will not be directly employed in the final system)

are created, to test given aspects of a system, abstracting other

aspects that are not relevant to this experiment.

In the development of the Sphere, prototypes were applied

to test technologies and hardware components, especially

those that had not been tested before, but also to investigate

software and hardware components that could present defects.

For example, prototypes were created to test the accelerom-

eter/gyroscope module, pressure sensors, buzzer, vibration

motor, and charging components. Each prototype was im-

plemented as a mini-project, being composed exclusively of

hardware and software components essential for its operation.
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The implemented prototypes helped to test not only the

hardware components in an isolated way, but also the related

software components. In some cases, part of the code has been

adapted or rewritten to be integrated into the device implemen-

tation. The experience gained also helped guide the project’s

code architecture. Naturally, however, the prototypes are not

able to highlight possible challenges in the integration of the

code or hardware components. Furthermore, this technique

may introduce an extra initial time into the development pro-

cess, but which can be compensated by a reduction in error

in later stages.

3.8 Project validation through a functional

prototype

The construction of a functional prototype for the device is

an important stage of the project. In this sense, the goal was

to be as close as possible to the specification described in

previous stages. The focus, however, was in the interaction

functions, rather than other factors such as product design

(e.g., aesthetics and materials). The construction process of

this device involved the integration of the technologies that

were tested in the partial prototypes into a single device. This

process may be divided between hardware manufacturing

and software implementation. The manufacturing of software

involved the circuit project to integrate the required compo-

nents, the building of the board, the hull of the Sphere and the

sensors and actuators, in addition to the mounting of these

components. For the software implementation, an architecture

of the components was structured along with the coding of

services and an API to access them, in addition to the client

(i.e., a library and auxiliary tools) to connect to the device

and consume the offered services.

4 Interactive Sphere

The Interactive Sphere was designed aimed at it being em-

ployed as a general-purpose physical artifact of interaction,

but especially focused at its use with games and virtual reality

environments. The concept of a spherical controller, from

which the device originated, emerged from the questioning

and reflections of the authors about what would be a good

shape for an interactive device that, while held in the palm of

the users’hand, would better allow them to explore interactive

systems for various purposes with their fingers.

This section initially describes the idealized requirements

for this artifact, followed by the conceptual project of the

device with the presentation of the product design and the

interaction language. Additionally, usage scenarios are also

presented in order to illustrate the use of the device both in a

game and in a virtual reality environment. Then, important

hardware and software aspects of the Interactive Sphere are

described and, finally, its functional prototype is presented.

4.1 Requirements

The requirements (RQ) and capabilities that the Interactive

Sphere should support were defined as part of the design

and development process described in Section 3. These re-

quirements, in this work, were classified into three types:

(1) interaction requirements, which involve inputs and out-

puts (i.e., feedback); (2) connectivity requirements; and (3)

hardware requirements. Some of the requirements in these

categories that are most pertinent to the context of this article

are described below.

For the interaction requirements (RQ1), two types of input

were specified: (RQ1.1) gestures, from movements with the

device, and (RQ1.2) the pressing of certain regions of the

device. As outputs, to provide feedback or to indicate the

status of the device, the following feedbacks were specified:

(RQ1.3) haptic, that is, vibrations on the sphere; (RQ1.4)

visual, that is, lights of multiple colours emitted by the sphere;

and (RQ1.5) auditive, that is, sounds emitted by the sphere.

Connectivity requirements (RQ2) indicate the need to

(RQ2.1) establish wireless communication between the device

and the user’s host (by providing a remote API), in addition

to (RQ2.2) detection capability (i.e., discovery) of the device

via network. The hardware requirements (RQ3) present needs

related to the maintenance of the device, such as (RQ3.1)

updating the embedded software, and (RQ3.2) providing a

support (dock) to accommodate the device in a stable way

when it is not in use (which is necessary since the device has

a spherical shape), in addition to (RQ3.3) provide basic func-

tions, such as allowing the charging of the device’s battery

and indicate the Sphere’s status (e.g., on, off, charging, about

to discharge, and establishing a connection).

4.2 Conceptual project

The conceptual project of the Interactive Sphere is the re-

sult of a sequence of choices made during all of the design

process, and seeks to meet all of the requirements that were

raised for the project, as briefly described in Section 4.1. The

conceptual project defines the view of the conceived product

and provides, in a following step, its implementation. Thus,

this project comprises the product design, that is, its physical

and aesthetic aspects, but also the device’s interaction lan-

guage, that is, the interaction resources that it provides. These

elements are described next, followed of usage scenarios that

illustrate how this device could be employed in real-world

situations.

4.2.1 Product design

The physical design of the Interactive Sphere was inspired by

the so-called “anti-stress balls”, employed in physiotherapy.

As with this kind of sphere, the device was designed as to have

a size that allows it to be held in hand in a comfortable man-

ner. Ideally, different sizes should be available (perhaps even

through an adjustable mechanism) for its correct adjustment

for different hand sizes, but spheres ranging from 7cm to 8cm

of diameter were employed as reference for the prototype.

A smooth and semi-flexible material (e.g, silicon) should be

employed for the sphere’s coating, such as it may be pressed

by the user. The pressure sensors must be bellow this coating,

and the electronic components must be in the device’s core.

The arrangement and organization of these elements within

the Interactive Sphere are presented in Figure 5.
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Figure 5. Vertical section of the Interactive Sphere showing its inner layers.

Ideally, the entire surface of the device could be sensitive

to pressure, but to deal with hardware limitations, simplify

the API offered to the device’s client applications, and even

to facilitate user interaction, some regions were specifically

specified to be pressure sensitive. Five main regions were

defined in the “front” face, visible by the user (Figure 6, left),

that is, “Front Up” (FU), “Front Down” (FD), “Front Right”

(FR), “Front Left” (FL), and “Center” (Ct). The format of

these regions was inspired in the directional pads used in

gamepads, and planned based on the distance that they would

be from the thumb in a resting position, in such way that the

five regions could be controlled using the thumb (Figure 7,

top).

Four regions were defined in the “back” of the sphere (Fig-

ure 6, right), designed to be controlled by each of the other

four fingers, and thus named after them, that is, regions of

the “Index” (Ix), “Middle” (Md), “Ring” (Rg), and “Pinkie”

(Pk) fingers. The “horizontal” shape of these regions was

chosen to better adapt to the natural position of these fingers.

At the “Top” (Tp) there is also another region accessible to

the thumb or index fingers. It should be noted, however, that

the indication of which fingers to use for each area does not

necessarily prevent the user from adapting its use in other

ways. Furthermore, for being symmetrical, the sphere can be

used in both hands. In total, the Interactive Sphere has 10

“press-able” regions, which can thus be employed as different

inputs (including in a combined manner) to the client appli-

cations. In the “back” face of the sphere, positioned at the

center, there is also a LED strip that provides visual feedback

and indicates the status of the device.

Figure 6. Product design of the Interactive Sphere: (left) frontal view; and (right) rear view.

The lower part of the sphere must have a flat base so that the

device can be rested on a surface when not in use, in addition

to serving as an output for the buzzer, USB connector, on/off

switch, and support for a vibration motor. For maintenance,

an access point that would allow the opening of the sphere

was also designed, which is accessible through the base and

separates the two faces (front and rear). The design of the

sphere also proposes a bracelet on the device to prevent it

from falling during use (Figure 7).

Figure 7. Representation of the use of the Interactive Sphere: (top) frontal

view and the position of the thumb while pressing the Sphere; (center) lateral

view, with thumb at rest; and (bottom) a lateral view, demonstrating the

positioning of the fingers over the pressure regions on the rear face.
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4.2.2 Interaction language

The interaction possibilities offered between the user and the

Interactive Sphere can be seen from the perspective of its

interaction language, that is, the commands (inputs) that the

device allows the user to perform and the responses (outputs)

that users are able to perceive from the artifact. These input

(commands) and output (feedback) elements, represented in

Figure 8, therefore, delimits the capabilities of the controller

and what the applications can perform.

In this sense, according to the requirements briefly de-

scribed in Section 4.1, the Interactive Sphere allows for users

to execute two types of input commands: commands based

on pressing the delimited regions on the device (see Figure

6); and gesture commands, based on device movements. This

combination fits on what van den Hoven and Mazalek (2011)

call tangible gesture interaction, that is, a kind of interaction

that utilizes physical objects as support to gestural and tangi-

ble interaction. Angelini et al. (2015) decompose and classify

this kind of interaction based on three fundamental compo-

nents: move, hold, and touch, with the pressure level, or force,

considered as an additional property of hold and touch. In

the case of the Interactive Sphere, the three components are

present, albeit touch being supported only with “pressure”.

In addition, for common interaction, it is considered that the

user would be holding (hold) the device.

The movements with the Interactive Sphere can be com-

posed of inclination, rotation or translation in relation to the

center of the device. These movements were defined based on

the basic information that can be detected from a gyroscope

and accelerometer. Simple gesture commands can be defined

directly by tilting or accelerating the device. However, to

identify more complex commands, more sophisticated ges-

ture recognition techniques may be required, such as using

machine learning algorithms.

Figure 8. Representation of the elements in the interaction language.

The top of Figure 9 illustrate simpler gestural commands,

“Walk” and “Rotate Camera”, based on the inclination of

the device, and a more complex command, “Jump”, which

would involve the movement of lifting the sphere and then

returning it downwards (as if it “jumped” an obstacle). For

pressure sensors, the Interactive Sphere allows to detect the

pressed region at an analogue pressure level (i.e., how much

each region is being pressed). This allows for the mapping

of this pressure level with application actions, such as, for

example, the movement speed of a character. The pressing of

the regions of the device can also be conjugated to gestures

to avoid false-positives, that is, for indicating the intention to

performing a gesture. The bottom of Figure 9 exemplifies a

possible mapping to control a character in a 3D environment,

using the Interactive Sphere with a single hand. By combining

two Interactive Sphere, more complex commands could be

recognized.

The capabilities of interaction of the Interactive Sphere

also include visual (i.e., RGB colors and lighting patterns,

such as blinking and alternating colors), haptic (i.e., inten-

sity and vibration patterns), and audible (i.e., through sound

patterns) feedbacks. The device offers an API that allows

the control of these feedback resources, in such way that

each game or application may define how to use them. The

following subsection details usage scenarios and how these

resources (highlighted in bold) could be practically employed

in a game and in a virtual reality environment controlled by

the Interactive Sphere.
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4.3 Usage scenarios

Jedi Sphere The capabilities designed for the Interactive

Sphere may be exemplified using an usage scenario imagined

for the “Jedi Sphere”, one of the digital games conceived

during the braindrawing sessions. In this scenario, each player

uses a sphere and the user’s computer controls the game. The

concept of the game consists of using one Interactive Sphere

as a “light saber”, based on the Star Wars movie franchise, in

order to play against another player and defeat them in a battle

using the virtual saber. To do so, the player would combine

gestural actions with the pressing of regions on the Sphere to

execute commands, such as attacking or defending with the

saber (horizontally or vertically), moving to dodge attacks

or using the “the force” to try to push, pull or destabilize

the opponent. According to the combinations of actions of

the players, however, one of them can be hit or “open the

defence” to receive an attack. The color and intensity of the

LEDs would identify the player and indicate their level of

health, respectively. Additionally, flashes of light, vibrations,

and sounds could be combined to indicate incoming damage,

collisions between sabers, and other feedback including player

victory or defeat.

Figure 9. Examples of commands to control movement in a 3D game: (top) shows the gestural commands; and (bottom) show commands based on the

pressing of the device (label: � up/down;� up/down + left/right;� up;� down;� press specified region).

In this scenario, when starting a match, the game would

allow to configure and connect the Spheres. The pairing and

network discovery can be activated by pressing the top of

the sphere for given duration, with the LEDs indicating the

pairing status: blue blink to announce presence; fast blink

+ vibrate and keep LED on for established connection; and

fast blinking, changing color (orange) and going off after a

short delay to indicate a connection error. Upon completing

the initial configuration, the host computer starts to act in the

“background”, with both the interaction and feedbacks being

provided exclusively through the Interactive Spheres, aiming

to maximize the users’ experience by directing their focus

of attention to the game itself, and with the player’s interac-

tion taking place in the game’s virtual environment via the

Interactive Sphere. During the game match, the Sphere would

react according to each occurring event: auditive feedback +

strong vibration and red blink to indicate damage; sound and

continuous vibration to indicate saber collision; and sound +

short vibration to indicate an attack. The Sphere could also

provide feedback to indicate its charging status: oscillate blue

light to indicate charging; keep light green to indicate full

charge; and short sound + change color to red to indicate

discharging.
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Virtual reality games The previous scenario explored the

usage of the Interactive Sphere in a game environment con-

trolled remotely by another device. In this case, the players

interact in a real world setting, with the Sphere serving as

an “augmented reality” controller. It is also possible to em-

ploy the Interactive Sphere as a controller in a virtual reality

environment, instantiating its representation in this virtual

scenario using various objects. Given the previous example,

the Spheres could be mapped into light sabers by using a vir-

tual reality headset, maintaining the same rules as the original

game (with the opponents’ avatar representing the targets for

each player’s attacks).

Other kinds of games from different genres can also be

controlled using the Interactive Sphere. A possible use sce-

nario, in this case, would be an exploration game, in which

the player must navigate through a virtual dungeon, defeat

enemies and solve puzzles in order to reach its end and win

the game. In this case, one or two Spheres could be employed.

For this example, the usage of two Spheres will be consid-

ered. The Sphere would be responsible for all of the available

commands: walk, draw weapon, attack, defend, jump, and

interact (with the scenario and its objects). The action ofwalk-

ing could be performed using gesture recognition: rapidly

moving both spheres vertically in an alternate manner (i.e.,

while the right hand moves the sphere up, the left hand moves

the sphere down, and vice-versa). For drawing a weapon,

such as a sword, the player would move their hand for either

their shoulder or their waist, and press both the middle finger

and the thumb, similar to drawing a weapon from a holster.

Attacking and defending would be performed using gestures

(depending on the weapon).

Jumping could also be performed using gestures, that is,

moving both Spheres up at the same time. This movement

could be performed while also moving the Spheres forward or

backward at the same time as moving up, to create three pos-

sibilities: jumping (at the same location), jumping forwards,

or jumping backwards. This action would explore the notion

of depth of the virtual scenario. Finally, the Sphere could

be employed to interact with the environment: putting the

Sphere on a door knob and rotating it around its axis would

open the door, for example, or pointing one of the Spheres at

a button and pressing the thumb sensor could also press this

button. Given the spherical shape and the pressure sensors,

the Interactive Spheres could be also employed in a multitude

of other different actions such as driving (with them serving

as a steering wheel).

However, considering the virtual reality setting, both the

RGB LEDs and the sound emitter on the sphere, in this case,

would serve primarily for providing feedback regarding its

power status, similarly to the previous use scenario. The haptic

feedback, in this case, would be the main source of feedback

regarding the game status.

4.4 Prototype of the device

After the conceptual design of the Interactive Sphere was

conceived, as presented in Section 4.2, the prototype of the

device was built. Below important information related to the

hardware and software aspects of the project are detailed, as

well as the procedures adopted for the construction of the

functional prototype of the device.

4.4.1 Hardware components

The hardware design for the Interactive Sphere prioritized

simplicity and low cost, so that the solution could be repli-

cated by other researchers, developers, or makers, without the

need for professional equipment. In addition, the sphere’s re-

duced internal space was a determining factor in choosing the

electronic components that should be embedded in the device.

Thus, for example, the ESP322 (Figure 10, left) was chosen as

processing unit, not only for its reduced size, but also to pos-

sess “onboard” data communication resources, such as Blue-

tooth transmitters and Wi-Fi, in addition to offering greater

computational resources (e.g., processing power, program

storage space and RAM) in comparison to popular boards in

the maker community (e.g., Arduino Uno or Leonardo). A

module with accelerometer and gyroscope (MPU-60503) was

employed to allow for the detection of gestures (Figure 10,

middle), and a vibration motor and a buzzer were employed,

respectively, to provide haptic and auditive feedback (Figure

10, right).

Figure 10. Some of the electronic components employed in the Interactive

Sphere: (left) ESP32 micro-controller, in its devkit version; (middle) from

top to bottom, voltage converter (MT3608), battery charger (TP4056), gy-

roscope/accelerometer (MPU-6050), and multiplexer (CD74HC4067); and

(right) from top to bottom, vibration motor, micro-USB connector and buzzer.

Addressable RGB LEDs were also employed in order to

emit light and color signals, given their potential to build com-

plex “movement” and color patterns. Also, aiming at making

it possible for the electronic components of the Interactive

Sphere to receive the working voltage necessary for its full

operation with mobility (i.e., without the use of cables to

power the electronic circuits), a power supply circuit was also

designed using rechargeable lithium batteries (TP4056)4. The

tension produced by this type of battery may vary between

3.0V to 4.2V5. Thus, to elevate this tension to a 5V level,

which is acceptable for the ESP32 devkit, a Boost (MT36086)

tension converter was employed. An LDO converter (Low-

Dropout) could be a better alternative, as it would allow to

reduce the tension to the ESP32 native level (3.3V), however,

the MT3608 was readily available and at a lower cost. The

electronic scheme for the Interactive Sphere is presented in

Figure 11.

A set of capacitive sensors were employed to de-

tect pressure over the device’s surface, connected to the

2espressif.com/en/products/socs/esp32.
3invensense.tdk.com/products/motion-tracking/6-axis/

mpu-6050/.
4tp4056.com/datasheet/.
5learn.adafruit.com/li-ion-and-lipoly-batteries/voltages.
6components101.com/modules/mt3608-2a-dc-dc-step-up-power-module.

espressif.com/en/products/socs/esp32
invensense.tdk.com/products/motion-tracking/6-axis/mpu-6050/
invensense.tdk.com/products/motion-tracking/6-axis/mpu-6050/
tp4056.com/datasheet/
learn.adafruit.com/li-ion-and-lipoly-batteries/voltages
components101.com/modules/mt3608-2a-dc-dc-step-up-power-module
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Figure 11. Electronic scheme for the Interactive Sphere.

ESP32 through a 16-channel analogical/digital multiplexer

(CD74HC4067). The sensors were made with flexible and

low-cost materials, with the first version using paper towel as

insulator and aluminium paper as conductor. The scheme pre-

sented in Figure 12 represents the composition of this sensor,

built based on the work of Nassar et al. (2016). Posteriorly,

aiming at obtaining a better response, the sensors were rebuilt

with carbon fiber (conductor) and simple paper (sulphite).

Figure 12. Scheme for the electronic sensors adopted for the Interactive

Sphere: (left) sensor made with aluminium paper; and (right) sensor using

carbon fiber.

4.4.2 Software components

The software developed for the Interactive Sphere7 is divided

between the components embedded in the device and those

that are executed in the host (e.g., desktop computer or smart-

phone) responsible for running the client application that

interacts with the Interactive Sphere (e.g., game or virtual

reality environment). Embedded components are responsible

for interacting with the hardware, offering device services to

the host through a restful API. The components on the host

are responsible for mediating the communication between

the device and the user’s applications, and may also offer

higher-level functions, such as gesture recognition.

Internally, embedded components can be divided into three

main layers: API, services, and hardware. In the API layer,

the components define an interface for services through a

RESTful model. That is, routes and methods are used to

map the functions offered by a given service (e.g., “GET
/pressure/sensors” or “PUT /led/color”). The ser-

vices layer acts as an intermediary, separating the API from

the specific hardware aspects, which are handled by the hard-

ware layer. These layers are separated through interfaces that

7Available at gitlab.com/interactive-sphere.

decouple the implementations, facilitating their replacement

and allowing the performing of hardware-independent tests.

The API layer, for example, uses the Stream interface (from

Arduino) for data input and output, which can allow for substi-

tuting the default implementation (Bluetooth) for another data

communication technology (e.g., Wi-Fi or serial). Functions

provided by the Interactive Sphere traverse these three layers,

having components that are related. For example, “Pressure-

Services” are exposed in theAPI by “PressureApi” and imple-

mented by a “CapPressureServices”. Figure 13 illustrate these

components and presents the solution’s software architecture.

Figure 13. Software architecture for the Interactive Sphere.

Components running on the host were implemented

through a Python library. This library implements an Inter-

active Sphere client (SphereApiClient), which connects to

the device through a Bluetooth connector (BluetoothConnec-

tor). Gesture recognition is implemented based on an exter-

nal library called PyGARL (Python Gesture Analysis and

Recognition Library). A component (SphereMeasureReader)

abstracts the readings of data from the gyroscope/accelerom-

eter through the Interactive Sphere API, allowing these data

to be sent to PyGARL. These functions, that is, the communi-

cation with the device and gesture recognition, are abstracted

by another component (SphereControl), offering an interface

to be employed by the applications.

gitlab.com/interactive-sphere
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The communication between client and device is performed

through a protocol that was developed based on HTTP, which

is executed over a Stream (Bluetooth, by default). This proto-

col maintains the textual representation of HTTP messages

as a way to facilitate debugging, but with a simplified format

that allows reducing the size of messages. This protocol also

adds functions for registering and receiving notifications from

the device (i.e., the Listen and Unlisten methods).

4.4.3 Functional prototype

The prototype for the device was constructed in an “hand-

made” manner based on the conceptual project for the In-

teractive Sphere (Section 4.2). One of the first challenges

in this process was to determine a size for the sphere that

would make it comfortable to hold, while also allowing for

it to support all of the electronic components of the device

(as presented in Section 4.4.1). A size of approximately 7 cm

in diameter was defined based on empirical tests performed

by the authors. Then, to determine the best internal position-

ing for the components, a 3D model was created (Figure 14)

with Blender3D, based on measurements taken from these

components.

Based on this model and the positioning that the sensors

should occupy on the surface of the device, the sphere was

divided into two hemispheres, following a “cut” in the vertical

direction: the frontal hemisphere, where the sensors on the

front of the device would be positioned; and the rear hemi-

sphere, with the other pressure sensors and the LED strip. For

each hemisphere, a perforated phenolite plate would be used

to organize and connect the electronic components. In the

frontal hemisphere would be the battery (Figure 14c) and the

other components used for power supply and recharging (Fig-

ure 14b). In the rear hemisphere would be the microcontroller

(Figure 14e) and the modules of the main sensors (Figure

14d), that is, the accelerometer/gyroscope module and the

components for the readings from the pressure sensors (such

as the multiplexor).

Figure 14. 3D model of the interior of the Interactive Sphere: (a) lateral view with both hemispheres; (b) frontal hemisphere, face of the board with

battery charger and voltage converter; (c) frontal hemisphere, face of the board with the lithium battery; (d) rear hemisphere, face of the board with the

accelerometer/gyroscope and the multiplexer; and (e) rear hemisphere, face of the board with the ESP32 micro-controller.

The accelerometer/gyroscope was aligned to the center of

the sphere so that its measurements reflected the device’s

movements (it is possible to observe the alignment of the

module with the center of the sphere through Figures 14a and

14d, under lateral and frontal views, respectively). A small

hinge would be used to interconnect the two hemispheres and

allow the opening of the device. The buzzer and the vibration

motor are positioned at the base of the device (Figure 15),

in addition to a mini-switch that would allow the Interactive

Sphere to be turned on/off and a micro-USB connector for

charging and updating the software/firmware. A set of small

openings have been designed into the base of the Interactive

Sphere for the ventilation of its internal components.

Figure 15. Base of the Interactive Sphere: (top) external view; and (bottom)

internal view.
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To build the prototype based on this model, a Christmas

ball that was divided in half in a vertical manner was em-

ployed as the structure of the sphere (Figure 16a). The choice

of employing this material was mainly due to the difficulty

to obtain or to craft a similar structure adapted to this shape.

A perforated phenolite plate was cut and sanded, based on

the measurements of the model, to allow its positioning in-

side the sphere. The resistors, connectors, the multiplexer for

the pressure sensors, and the accelerometer/gyroscope were

soldered on the board (Figure 17).

The ESP32 micro-controller was connected to the board us-

ing a set of female connectors, which composed a socket-like

structure. The use of this socket structure was aimed at en-

hancing the device’s modularity and durability by facilitating

eventual component replacements, and by avoiding damage

to the board during soldering (Figure 16b).

Figure 16. Functional prototype of the Interactive Sphere: (a) view of the

frontal face of the board and division of the sphere into two segments; (b)

view of the rear face of the board after soldering; (c) rear view with sensors,

LED strip, buzzer, vibration motor, and USB connector; and (d) frontal view

of the prototype with sensors installed.

Female connectors were also employed to provide more

flexibility and allow for the positioning of the actuators (i.e.,

RGB LED strip, buzzer, and vibration motor), pressure sen-

sors, and a micro-USB connector for power supply (Figure

17). In the specific case of the pressure sensors, these female

connectors are important to allow positioning the sensors on

the surface of the sphere according to the previously defined

regions (e.g., Figures 16c and 16d).

In the following section, the process of crafting these pres-

sure sensors are detailed, in addition to the techniques for

detecting pressure over them and methods to record and rec-

ognize gestures based on accelerometer/gyroscope.

Figure 17. Connectors and components in the frontal face of the functional

prototype of the Interactive Sphere.

5 Implementation guidelines

Although the majority of the techniques used in the construc-

tion of the Interactive Sphere are already employed by the

industry, applying these techniques in the prototype of a new

device may be quite challenging. The development of the In-

teractive Sphere, in special, presented several challenges, such

as the manufacturing of pressure sensors (with alternative

shapes and materials), the treatment of the signals produced

by these sensors, and the gesture recognition process using

an accelerometer/gyroscope. Thus, in order to contribute to

the development of new interactive artifacts or controllers by

other researchers, this section details the techniques employed

to implement pressure detection and gesture recognition using

the Interactive Sphere.

5.1 Pressure detection

Capacitive sensors can detect various effects from the en-

vironment, such as touch, proximity, deformation or pres-

sure (force), by means of measuring the capacitance (i.e., the

ability to store charges in an electric field) between two or

more conductors, separated by an insulating material. These

sensors may be manufactured into different shapes, scales,

and with different materials, including flexible and low-cost

materials, which facilitates its use for prototyping in sev-

eral applications (Grosse-Puppendahl et al., 2017). However,

these sensors may be less accurate, as they are exposed to

electromagnetic noise and interference from the environment.

In addition, considering non-industrial manufacturing, the

difficulty in standardization may threaten the reliability of

the sensors’ measurements. To deal with these issues, some

strategies were adopted in the development of the Interactive

Sphere for constructing the sensors’ hardware and software,

as described below.
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5.1.1 Manufacturing of sensors

To facilitate the manufacturing and to allow the replication of

the Interactive Sphere, flexible, low-cost and, preferentially,

easily accessible materials were required. Initially, paper tow-

els (as an insulator) and aluminium foil (as a conductor) were

chosen following the proposal of Nassar et al. (2016). Sub-

sequently, carbon fiber as a conductive material and a sim-

ple layer of paper as an insulator were tested to achieve an

increase in the sensitivity and reliability of the sensor, in ad-

dition to a reduction in its volume, although carbon fiber is

more expensive and less accessible than aluminium foil. As

shown in Section 4.4.1, two conductor plates, each with a ter-

minal, are separated by a layer of the insulator. This ensemble

is coated with another layer of paper, avoiding direct contact

with the conductors. Thus, when the sensor is pressed, there

is an increase in capacitance, due both to the approximation

between the two plates of conductors and to the proximity of

the human body.

The manufacturing of sensors, whose process is illustrated

in Figure 18, starts with the definition of the sensor format.

For this, a technique used in sewing, known as moulage or

draping, was adapted. In this technique, a piece of fabric

is projected directly onto a mannequin, that is, following a

three-dimensional format, and then flattened (Souza, 2006;

Rüthschilling et al., 2008). Figure 18a shows an initial applica-

tion of the technique to obtain a mold using fabric. However,

other applications were made using paper directly. In this

case, a “model sphere” (made from polystyrene foam) with

the same size of the Interactive Sphere was used. The paper

could be modelled (folded) over this base, by using a marker

to delimit the format of the mold for the sensor, which would

then be cut. The sensor’s external and internal moulds were

defined through this paper mold. The internal ones, with a

slightly smaller size, define the shape of the conductor plates.

Figure 18. Sensor construction steps: (a) molding the sensor over a

polystyrene foam mold; (b) external sensor mold; (c) internal mold already

glued with the carbon fiber; (d) gluing the internal molds to the external one

using double-sided tape; and (e) sensors after wire gluing and sealed with

tape.

In the case of carbon fiber (Figure 18c), these moulds are

glued to the fiber in order to keep the wires that compose them

united after being cut. The external moulds, on the other hand,

are composed into a fold (Figure 18b) on which the internal

plates of the sensors are fixed, while also isolating them from

the external environment. Figure 18d illustrates this step of

gluing the internal boards of two sensors. One sensor (open

and positioned to the right on top) already has both internal

boards glued together. The left sensor is missing the gluing of

the internal board that is positioned below in the figure, with

the double-sided tape used for gluing being visible. After this

fixation, the sensor terminal wires are glued, each to one of the

internal boards. The wires are stripped and positioned in a way

to allow contact with the entire carbon fiber board, aiming

to enhance the connectivity between the fiber wires. Finally,

the sensor is closed and glued with the help of adhesive tape.

Figure 18e illustrates some of the completed sensors.

Each sensor is connected to the micro-controller of the

Interactive Sphere through a multiplexor. Industrial solutions,

however, compose the capacitive sensors into a matrix, which

allows to employ a large number of sensors, but requires a

more complex hardware (Pourjafarian et al., 2019). A simpler

solution for multi-touch, albeit specific to a few Arduino

boards (i.e., Uno and Mega) was proposed by Pourjafarian

et al. (2019). Investigating the adaptation of these techniques

for detecting pressure in other hardware models could be

interesting.

5.1.2 Detecting pressure

Detecting the pressing of the capacitive sensors involves at

least three aspects: the reading of the sensors; the classifica-

tion of these readings to assert whether the sensor is being

pressed; and filtering the read values to reduce noise and

other interferences. The reading of the sensors on the Inter-

active Sphere was performed using the CapacitiveSensor8

library. This library requires the use of two digital pins with

a resistor between them (see pins D3 and D5 in Figure 11),

but can also be employed with different micro-controllers,

which facilitates the portability of the solution. The ESP32

has specialized pins for the reading of capacitive sensors (ten

pins are supported: GPIO4, GPIO0, GPIO2, MTDO, MTCK,

MTDI, MTMS, GPIO27, 32K_XN, and 32K_XP), however,

in the performed tests, the CapacitiveSensor library achieved

better reading times in comparison to the native solution of

the ESP32, which is particularly important for the reading of

multiple sensors.

A first step to verify whether the sensors are being pressed

is to identify the baseline readings for each sensor, that is, the

maximum reading value that is obtained when the sensor is

not being pressed. This reference value may be determined

during the stage of sensor calibration, and a “safety margin”

(calculated, for example, as a percentage of the margin of

variation observed during calibration) may be added for deter-

mining the reading baseline. Any values below this baseline

is considered noise and eliminated. Values above the baseline

should indicate the influence of external factors. However,

depending on the sensibility of the sensor, even the proximity

or touch of the hand may be detected (some applications may

employ these sensors to also detect proximity or touch). Thus,

it is necessary to determine a minimum value (threshold) that

indicates the start of a pressure event. As this value may be

different for each sensor, it is also necessary that a common

value to be defined, calculated as a relative measure (percent-

age) based on the range of already observed values (minimum

and maximum). This requires for the sensor to be pressed at

8github.com/PaulStoffregen/CapacitiveSensor.

github.com/PaulStoffregen/CapacitiveSensor
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least once so that this range of valid values can be “learned”

by the device.

Errors can also occur due to noise from the measurement

caused, for example, by imperfections in hardware or soft-

ware, or even by environmental factors. To reduce local oscil-

lations in these measurements, it is possible to use a moving

average of the last read values. To eliminate peaks (outliers) in

these values, it is possible to apply a moving median (O’Sul-

livan and Igoe, 2004). Still, larger oscillations may cause

undue changes in state (i.e., from “pressed” to “released” and

vice-versa). Two other strategies may used to deal with this

problem. The first one consists of changing the state only

after a sequence of measurements in the same state, that is,

a “debouncing” algorithm (Margolis, 2011; O’Sullivan and

Igoe, 2004). The second one consists of employing another

threshold that indicates the “not pressed” state, which creates

a transition range between the two thresholds; measurements

in this range do not change the current state.

A side effect of these filters is the delay or reduction in

the effect of (legitimate) signal changes, which can lead to

delays or false negatives. Therefore, determining the value

of thresholds, as well as other parameters, is currently a chal-

lenge, requiring experimentation. In the tests performed by

the authors, for example, it was decided to eliminate the mov-

ing median in order to increase detection efficiency. However,

according to the speed of readings and the frequency of peaks,

the results can be different. Exploring machine learning tech-

niques to determine these parameters in a semi-automated

way could be an interesting approach. In industrial manufac-

turing, which manage to standardize the sensor production

process, it may also be possible to determine standardized

parameters.

5.2 Gesture recognition

The Interactive Sphere supports gestural interaction through

an electronic module with accelerometer and gyroscope, as

presented in Section 4.4.1. This module allows, for example,

to calculate the inclination and acceleration of the device, and

these informations may be mapped into commands in given

applications. However, recognizing more complex gestures

require more sophisticated techniques, such as machine learn-

ing approaches. The execution of such algorithms may be

performed in the host or directly in the micro-controller, us-

ing libraries such as TensorflowLite9. In this case, however, it

may be harder to adapt the recognition of gestures to different

applications (as it would require changes in the device’s code),

in addition to having to deal with greater resource constraints

(e.g., processing, memory and storage space). Thus, for the

Interactive Sphere, it was decided for the execution of the

gesture recognition code in the host, using a Python library

called pyGARL10 (Python Gesture Analysis and Recognition

Library). This library employs a SVM algorithm (Support

Vector Machine) (Noble 2006), available at scikit-learn11,

for recognizing gestures produced by an accelerometer/gyro-

scope.

9tensorflow.org/lite/microcontrollers.
10github.com/federico-terzi/pygarl.
11scikit-learn.org.

5.2.1 Recording gestures

The first stage for recognizing gestures consists in the record-

ing of a set of representative samples of the gestures that

should be recognizes, and of the model training based on

these samples. Each sample corresponds to a sequence of

readings from the sensor. The readings are composed by the

data obtained from the gyroscope and from the accelerom-

eter in a given moment. For the Interactive Sphere, the raw

value from the gyroscope and the “real” acceleration of the

device (which estimates and remove the effect of gravitational

acceleration) were employed. A simple tool was developed

based on the pyGARL code for the recording of samples,

which register various samples of a same gesture. A keyboard

command was employed to indicate the start and the end of

the gesture. The readings received during this interval are

recorded into a data file, along with an indication of which

gesture was performed. Once the samples are recorded, py-

GARL is used to train a model, which will be used during the

gesture recognition stage.

5.2.2 Recognizing gestures

The recognition process involves segmenting the stream of

readings received from the accelerometer/gyroscope into dis-

crete samples, and executing the classification algorithm on

each sample to see which gesture it corresponds to. For the

segmentation of samples, it was implemented an approach

based on the “volume” of movement. This approach assumes

that each gesture consists in a sequence of movements, fin-

ished with a pause or the decreasing of movements. This can

allow the recognition of gestures with different durations,

without requiring the users to explicitly inform the start and

the end of each gesture.

The calculation of the “volume” of movement is performed

by considering each reading as a multidimensional vector

and calculating the magnitude of this vector (i.e., the square

root of the sum of each reading squared). Thus, the sample

starts when this magnitude exceeds a certain threshold and

ends after a certain number of readings below the threshold,

indicating the “pause” of the device. Very small samples and

values below the threshold are discarded. This threshold may

be determined by recording a small number of samples when

the device is idle or with low movement, similarly to the

determination of the baseline value for the pressure sensors.

Once a sample has been extracted, it will be processed by

the pyGARL classification algorithm to identify which ges-

ture it corresponds to. A limitation of this kind of algorithm,

however, is that it always classifies a sample into one of the

trained gestures. That is, if a user performs an unknown or

invalid gesture, the algorithm will produce a false positive

classification. The algorithm employed for sample segmen-

tation helps to avoid situations in which the device is idle,

but does not avoid the detection of “accidental” movements.

To avoid these “accidents”, the application may combine the

execution of a gesture with the pressing of a few sensors in

the device, indicating the user intention to perform a gesture.

Another option is to train the model for gestures that indi-

cate false-positive or other recurring movements that must be

discarded. In addition, the classification algorithm from scikit-

tensorflow.org/lite/microcontrollers
github.com/federico-terzi/pygarl
scikit-learn.org
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learn also provides a probability measure (i.e., the method

“predict_proba”), which may indicate more certainly that

the sample corresponds to one of the known gestures. How-

ever, this measure also does not consider the possibility of

false-positives (the sum of probabilities for known gestures

is always 100%). New tests could be performed to assess the

suitability of this measure as a cut-off criterion.

6 Discussion

The design of the Interactive Sphere allowed exploring in-

teraction principles and techniques that may be applied to

projects of other kinds of physical artifacts of interaction.

The pressure sensors employed in the Interactive Sphere, for

example, are low-cost, may be manufactured with easily ac-

cessible materials such as paper and aluminium, and also do

not require complex hardware components. In addition, the

materials are flexible and adaptable, allowing for the manufac-

turing of sensors with different shapes and sizes. To facilitate

the adoption of these sensors in other researchers’ projects,

we described in Section 5 the techniques employed for the

manufacturing of these sensors and for processing the sig-

nals generated by them, such as the draping (or moulage)

technique adapted from sewing, which was employed to help

moulding the sensors to three-dimensional surfaces. For the

software development, techniques such as calibration and the

use of filters such as moving median and debouncing algo-

rithms were also employed, which assisted in the removal of

signal noise and to detect when the sensors are actually being

pressed.

In addition to the pressure sensors, the techniques for ges-

ture recognition based on machine learning employed for the

Interactive Sphere were also highlighted. These techniques

allow for recognizing gestures by recording samples of valid

gestures, which simplifies the definition of gestural com-

mands while also allowing the definition of more elaborated

commands. At a design level, the gestural grammar could

be established by taking into account the questions posed in

the framework of Correia et al. (2013). In addition to this,

a sample segmentation algorithm was defined through the

movement sensors’ data stream and based on the magnitude

of movement, in order to continually identify gestures with-

out necessarily requiring an explicit command to indicate the

start and the end of the gesture.

The methods adopted in the design and development pro-

cess can also contribute to other projects. Ideation and re-

search/analysis of related work are important to better delimit

the scope, verify originality, and maximize the innovation

of the project. Artifacts from Organizational Semiotics em-

ployed in this project help designers to raise questions and

ideas through different perspectives and domain abstraction

levels, with relatively smaller time and effort. Braindrawing

sessions may contribute to raise new ideas as well as to mate-

rialize and make explicit the visions of the designers. Once

a set of requirements has been set for the project, activities

of requirements consolidation can be important to synthesize,

organize and prioritize them.

Allied to this, usage scenarios contribute to unifying possi-

ble divergences, providing a more concrete view (based on

examples) of the usage of the product under development, act-

ing as a kind of simulation of the proposed solutions. As such,

they may also help in identifying gaps in the understanding of

the project, to evidence unidentified requirements, and even

to serve as a preliminary evaluation of the solutions. In the

other hand, the usage and testing of partial prototypes can

help to validate the employed components and technologies,

serving as a learning tool, but also providing a basis for the

actual implementation.

The development process of the Interactive Sphere also

highlighted some challenges for the construction and proto-

typing of similar devices. One of the encountered challenges

is in the construction of the flexible coating for the device.

Techniques for modelling with construction silicone were

explored12, but this material is not easily mouldable, having

a short drying time that makes it difficult to mould detailed

shapes. In addition, the resulting material may still be not

very flexible. One possibility is to explore the use of liquid

silicon, which could allow defining finer details, although

it requires a more complex process with the generation of

“negative” moulds to establish the desired shape. Another

possibility would be to investigate DIY (Do-It-Yourself) tech-

niques to produce conductive silicon (see Nagels et al., 2018),

in order to integrate the coating layer and the sensors into

a single material, being potentially more reliable than the

sensors presented in this work, although having much more

complex manufacturing process. In this sense, it is possible

to investigate how to make techniques that build matrices of

pressure sensors more accessible, such as those presented by

Rosenberg et al. (2009), which requires a layer of a flexible

force resistive sensor.

Another challenge, related to the detection of pressure over

the surface of the Interactive Sphere, is detecting the force

applied by a user to the opposite side of the pressed sensor.

That is, as the Interactive Sphere presents sensors in nearly all

of its surface, pressing a given region could cause the user to

accidentally press the “other side” of the sphere. Calibration

based on the level of applied force may be a solution to this

issue, by determining the levels that corresponds to intentional

or accidental pressing. Another possibility is to investigate

machine learning techniques to recognize pressure patterns.

Some of the challenges encountered, especially in prototyp-

ing, are directly related to the spherical shape of the device.

For instance, constructing the casing, the circuit board, and

the capacitive sensors of the Interactive Sphere themselves

required adjustments to this shape. These challenges help

explain the limited number of similar works highlighted in

Section 2. That is, simpler shapes tend to be more easily

adopted in industry or academia. However, part of this work’s

contribution lies precisely in highlighting these challenges,

as well as identifying opportunities in the construction of un-

conventionally shaped controls. For example, advancements

in the development of flexible sensors may pave the way to

explore other shapes, adapted to the target applications.

Regarding another perspective, the development process of

devices such as the Interactive Sphere also brings challenges.

While Software Engineering has a vast literature on develop-

ment methods, with a special focus on the software industry,

12Through the recipes to create silicone moulds available at: wikihow.com/
Make-a-Silicone-Mold.

wikihow.com/Make-a-Silicone-Mold
wikihow.com/Make-a-Silicone-Mold
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methods for building interaction devices are not widespread.

In addition, the context of development in an academic setting

can be significantly different from a software company. For

example, in academic settings, development teams are usually

small (even with a single member), as well as the availability

of time and resources may be more scarce, and stakeholders

representatives will not always be accessible. In this sense, a

future research possibility would be to explore which meth-

ods are employed in the academia for the development of

interaction devices. Specifically, it would be interesting to

research how to employ techniques that assist in the early

evaluation of the built device prototypes (i.e., following the

test-first principle), but considering factors from the academic

setting, such as the scarcity of time, resources and personnel.

In relation to the applications of the Interactive Sphere, al-

though this work has focused on the domain of digital games

and virtual reality applications, it would be fruitful to investi-

gate how the Interactive Sphere could be employed in other

types of applications. For instance, it is possible to explore the

creation of gestures and applications with a more communica-

tive aspect, that is, representing more complex signals, rather

than just manipulative gestures, that is, representing actions.

van den Hoven and Mazalek (2011) describe a taxonomy that

classifies gestures based on these aspects and review related

literature. According to their study, tangible interactions and

gesture interactions in games tend to focus more on manipu-

lative functions than on communicative ones (perhaps due to

the very nature of these interfaces and applications), although

many studies point out the relation of gestures to communica-

tion, even suggesting that gestures could have given rise to

verbal expression (Tomasello, 2008). In this sense, a question

to be investigated is to what extent the Interactive Sphere,

and other tangible gesture interaction devices, could support

gestures with a communicative function.

6.1 Limitations

The implemented prototype for the Interactive Sphere present

some limitations, such as the absent of the external silicon

coating. In addition, despite having been designed, a few non-

essential elements also were not implemented, such as the

power supply module and the base of the device. The daemon

designed in the device’s software architecture is also not avail-

able. However, as an Interactive Sphere client was already

implemented as a Python library, the absence of this daemon

also does not prevent the use of the device. Although the ap-

plications can access the device directly through the Python

client, the daemon could act as an intermediary layer between

the device and the applications, thus simplifying access to

the device by these client applications. Finally, another iden-

tified limitation regards the reliability of the pressure sensors

in the functional prototype. That is, in some cases, pressing

a sensor is not correctly identified, or even another sensor

is identified instead. However, individual tests have already

been performed with each of the sensors, with no apparent

problem being identified in this configuration. New investiga-

tions would have to be performed to solve this issue. Another

important aspect, which could not be addressed in this article,

concerns conducting experiments to assess the capabilities of

the Interactive Sphere. Future work should address this issue.

7 Conclusion

This article presented the project, the design and the develop-

ment of the Interactive Sphere, a spherical controller that was

designed for interacting with games and virtual reality envi-

ronments. This device unites a set of interaction resources

in a unique combination to its spherical shape, which can

contribute to inspire the design of new physical artifacts of in-

teraction. This device uses pressure sensors and a soft coating

to provide a pleasant tactile response to the user. In addition,

the distribution of these sensors around the artifact, along

with gestural interaction, also allows for the user to execute a

wide range of commands, even while using a single hand. For

the control of more complex applications, we envision the

possibility of the combined use of two Interactive Spheres,

being one held in each of the user’s hand.

The process of design and development of the Interactive

Sphere was structured and described as a sequence of activi-

ties, which can be adapted by other researchers and developers

in future projects. Aiming at assisting the project of other con-

trollers or interactive devices, this works also detailed a set of

guidelines for implementing pressure detection, using capac-

itive sensors, and gesture recognition, using accelerometer

and gyroscope. These guidelines were described based on

the lessons learned with the construction of the Interactive

Sphere. The methods for building these capacitive sensors

could be performed in a manual manner and without the use

of specialized equipment, which we envision to allow the

replication of this sensor building process in other projects. In

addition to this, the gesture recognition techniques presented

in this work could also be applied to other contexts, as they

can be implemented using a single electronic module, with

accelerometer and gyroscope, with a relatively reduced size.

The employment of machine learning for gesture recognition

also simplifies the creation and recognition of gestural com-

mands, despite of its greater complexity of implementation.

Future work could address some of the limitations in the

implemented prototype, such as the lack of the silicone coat-

ing for the Interactive Sphere. Tests are needed in order to

verify not only the accuracy and the reliability of the sensors

and of the techniques for gesture recognition, but also aspects

related to Human-Computer Interaction, such accessibility,

usability and ergonomics evaluation of the device. Although

preliminary tests have already been performed, it would be

important to verify the functioning of the device with a larger

group of potential users. It is also important to test the In-

teraction Sphere with different kinds of games as a way of

verifying, for example which game genres this device would

be most suited for.
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