Gamification Techniques and Contribution Filtering in Crowdsourcing Micro-Task Applications

Ana Maria Amorim [ Federal University of Bahia, UFBA | ana.amorim@ufba.br ]
Ailton Ribeiro [ Federal University of Bahia, UFBA | ailton.ribeiro@ufba.br ]
Murilo Guerreiro Arouca [ Federal University of Bahia, UFBA | murilo.guerreiro@ufba.br ]
Iago Meijon [ Federal University of Bahia, UFBA | iagomeijon@gmail.com ]
Victor Cavalheiro [ Federal University of Bahia, UFBA | victor.cavalheiro17@gmail.com ]
Maria Clara Pestana [ Federal University of Bahia, UFBA | mpestana@ufba.br ]
Vaninha Vieira [ Institute of Computing, Federal University of Bahia, UFBA | vaninha@ufba.br ]

Received: 30 September 2023 • Accepted: 22 April 2024 • Published: 15 May 2024

Abstract: The rapid expansion of the internet has led to a growing worldwide user base, with Brazil alone having approximately 83% of households connected to the network, equating to around 61.8 million households. Crowdsourcing, a production model that harnesses collective wisdom for problem-solving, has gained prominence in this digital landscape. Challenges in crowdsourcing include improving people’s motivation and engagement and verifying the quality of a high number of contributions. In our research, we investigated the hypothesis that using gamification techniques, including recognition badges, feedback mechanisms, and user rankings, improves users’ engagement and motivation in crowdsourcing micro-tasks applications. This paper presents ConTask, a crowdsourcing micro-task application, and two studies conducted to investigate the impact of using gamification techniques and contribution filtering as motivational factors in crowdsourcing. The first was a case study comparing two versions of ConTask: the original version and a gamified one. The second was an experimental study to evaluate the developed contribution filtering mechanism. Findings suggest that the use of gamification and contribution filtering can improve user participation in crowdsourcing micro-task applications.
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1 Introduction

The Internet has been expanding its influence over the years, with the number of users growing worldwide. In Brazil, 83% of households have some type of connection to the network, representing approximately 61.8 million Brazilian households, according to the TIC Domicílios survey [CETIC.BR-NIC.BR, 2021]. Therefore, it becomes logical the increase in interest in how to harness the creative and productive capacity of this community [Brabham, 2008].

The term crowdsourcing was introduced by Howe [2006], who defined it as: “a production model and process structuring that utilizes collective wisdom and learning for problem-solving or solution development”. Brabham [2008] classified crowdsourcing systems into four different types: (i) discovery and knowledge management, (ii) distribution of Human Intelligence Tasks (HIT), (iii) broadcast research, and (iv) peer-assessed creative production. In this research, we used HIT in our studies.

The crowdsourcing model allows solving various problems using the online crowd, but good performance depends on an active and willing community to contribute to the system [Morschheuser et al., 2016]. Keeping users active is not always easy, as it is a natural tendency for crowdsourcing system users to become demotivated and reduce the number of contributions made. Several motivational stimulus approaches have been studied, including the use of gamification, which introduces elements common to digital games into systems, such as recognition badges, feedback utilization, and user ranking [Morschheuser et al., 2016].

A particular type of crowdsourcing is known as distributed human intelligence tasking (HIT), where a task is divided into micro-tasks [Brabham, 2013]. These micro-tasks are distributed through an online platform, such as Amazon’s Mechanical Turk (MTurk)1, and people perform them in exchange for small rewards (usually a few cents). These micro-tasks are usually not simple for computers to execute, but are easy to perform by humans, such as labeling images, translating texts, transcribing texts, transcribing scanned historical documents [Brabham, 2013; Gadiraju et al., 2014], and others.

One of the main challenges faced by micro-tasks crowdsourcing systems lies in the effective management of the immense volume of contributions characteristic of this collaborative approach. Essential in this context is the ability to discern the most relevant and valuable contributions to ensure the quality of the outcome. The crowdsourcing model can enhance collaboration and promote collective actions, allowing a diverse group of people (with different skills, knowledge, and experiences) to work together on projects in a flexible and accessible manner. This means they can contribute to the project in their time and according to their skills and interests. Furthermore, the crowdsourcing model is often based

on online platforms, making it easier for people to participate in projects regardless of their geographical location or technical skills. This can help create an inclusive environment that fosters collaboration and collective action.

This work investigates the impact of gamification as a motivation factor in crowdsourcing systems and implements ranking, notification, and feedback techniques in a crowdsourcing application prototype called ConTask [Pestana and Vieira, 2018a]. Additionally, it presents a filtering approach to support the identification of relevant contributions within the application through the implementation of a contribution filtering module.

The ConTask application aims to assist in the management of large spaces by implementing Human Intelligence Tasks (HIT) that allow users to report observed issues in these spaces. HIT stands for “Distributed Human Intelligence Tasking” and is a form of crowdsourcing in which larger tasks are divided into micro-tasks that are easy for humans to perform but are typically challenging for computers. Examples of micro-tasks include labeling images, translating texts, and transcribing scanned documents [Brabham, 2013; Gadiraju et al., 2014; Stol and Fitzgerald, 2014].

To evaluate the proposed solution and gather data from real users, two investigations were conducted: (i) a case study comparing the original version of the application with the gamified version, where the experiment’s results indicate that the gamification techniques used can stimulate user participation in micro-task crowdsourcing systems, and (ii) an experimental study to evaluate the filtering mechanism.

This article presents an expanded and in-depth version of the previous publication [Meijon et al., 2023]. While the previous paper focused only on the gamification techniques to motivate users, this contribution expands the scope of the work and presents original findings on the investigation of contribution filtering techniques in crowdsourcing systems. Further details on the ConTask application are also reported.

The remainder of this article is organized as follows: Section 2 provides research background and presents related work. Section 3 describes the methodology used in this work, including how data was collected and analyzed. The ConTask application is presented in Section 4, both the original version and the version with gamification techniques, and the filtering mechanism. Section 5 presents the studies conducted with end users. Section 6 presents the results and discussion. Finally, Section 7 conclusions and future work.

2 Background and Related Work

In this section, we address intrinsic and extrinsic motivational factors. Additionally, we explore the application of gamification as a motivational strategy to enhance contributions in crowdsourcing systems and to filter contributions, which tend to appear in high volumes in those systems.

2.1 Motivational Factors: Intrinsic and Extrinsic

Motivation is a driving force that prompts an individual to act and can be classified as intrinsic or extrinsic, depending on the reasons or objectives that underlie the action [Deci and Ryan, 2010]. In the self-determination theory, Deci and Ryan [1980] differentiates between these types of motivation. The nature of motivation can vary, even if the intensity remains the same, as in the case of a student who may be motivated to do homework out of curiosity or to gain approval [Deci and Ryan, 1985].

Several researchers are focused on motivation in crowdsourcing [Lopes et al., 2024; Wu and Gong, 2021; Alam and Sun, 2023]. Lopes et al. [2024] analyzed the motivational factors of workers (crowdworkers) in crowdsourcing projects that offer payment for tasks and identified that intrinsic motivations are driven by personal interests and internal emotions, such as pleasure, autonomy, and reputation, while extrinsic motivations are influenced by the work context, such as learning and financial rewards.

The sustained participation of crowdworkers is crucial for the success and sustainability of the online crowdsourcing community. However, this issue has not received adequate attention in the research community [Wu and Gong, 2021]. In Alam and Sun [2023], the results suggest that the motivation of crowdsourcing participants is shaped by an evolving combination of three basic components (i.e., contextual condition, outcome, and intensity of action) and mediated by two types of system usage practice (i.e., passive and active). Passive usage practices facilitate motivation sustainability from initiation to progression, while active usage practices play a fundamental role in sustaining it. Understanding the motivational factors and sustained participation of contributors in crowdsourcing projects is crucial for the effectiveness and longevity of online communities.

2.2 Gamification Techniques

The use of various gamification techniques in an attempt to generate greater interest in the utilization of crowdsourcing systems was the subject of study in [Feng et al., 2018; Congcong Yang and Feng, 2021; Feng et al., 2022; Bastanfard et al., 2023]. In Feng et al. [2018], the authors aimed to strengthen intrinsic motivations such as self-presentation, self-efficacy, social bonds, and fun through gamification artifacts like point rewards and the provision of feedback. According to the authors, a scoring system can promote competition and enhance participants’ self-efficacy. Meanwhile, the use of feedback increases users’ sense of usefulness, making them feel valued and recognized by the platform. The study used data from 295 solvers on a large Chinese crowdsourcing platform. Results demonstrated that self-presentation, self-efficacy, and enjoyment are positively affected through gamification techniques and feedback.

Subsequently, the study by Feng et al. [2022] provides guidelines for collaborative knowledge crowdsourcing platforms on how to motivate solvers. Gamification mechanisms related to immersion, such as avatars and customized interfaces [Meliande et al., 2024; Ribeiro et al., 2024], enhance solvers’ self-esteem and stimulate their knowledge contribution. Gamification elements related to performance (e.g., points, badges, and performance feedback) should be

provided to strengthen solvers’ beliefs in the value of their knowledge [Arouca et al., 2024], which, in turn, will encourage their voluntary knowledge contribution. In the work by Bastanfard et al. [2023], gamification of data collection was presented as a solution to review, categorize images, and motivate people. The proposed method considers various challenges, such as motivation, financial costs, and delays.

Both intrinsic and extrinsic motivations positively affect solvers’ participation in crowdsourcing [Congcong Yang and Feng, 2021]. Amorim and Vieira [2023] propose a motivation model aimed at elderly contributors to crowdsourcing initiatives. The authors argue that the elderly are motivated by dynamic tasks that stimulate their curiosity, increase their knowledge and skills, help them take care of their physical and mental health, and by altruistic tasks. Some demotivating factors include irrelevant or time-consuming microtasks.

The increasing use of smartphones worldwide has led to the creation of various systems that employ crowdsourcing in a mobile environment. Considering this new setting, Chi and colleagues conducted a study on the design of smartphone applications that encourage users to complete micro-tasks in everyday contexts [Chi et al., 2018]. They utilized the mobile app Crowdsourse3, developed by Google and known as Collaborative Contribution. The objective of the study was to assess how gamification, recognition, curiosity, and fun influenced user participation in the system. The results suggest that gamification and recognition are essential in motivating users.

In their research, Kobayashi et al. [2015] established methods to keep users motivated in a crowdsourcing system focused on social contributions, such as digitizing a collection in a public library. The authors applied gamification techniques like ranking and feedback. In addition to individual feedback, the authors also implemented a community feedback technique, where the portal’s page displayed the number of tasks completed by the community. These techniques were effective in keeping users engaged in the system.

Walter et al. [2022] assessed the impact of gamification in a graphical interface with a progress bar element. Several triangles were displayed, and the participant’s task was to label the triangles according to their type. As the task was performed, the progress bar showed the percentage of labeled triangles. After completing all the tasks, a final score was provided, indicating the number of correctly labeled triangles. If participants were not satisfied with the result, they could repeat the work. Other gamification elements were also employed. In addition to background music, visual and auditory effects were introduced as feedback on task execution. When a triangle was labeled correctly, a pleasant tone played, and the screen turned green for a while. Conversely, if labeled incorrectly, an unpleasant tone sounded, and the screen turned red temporarily. After the work was completed, a list of the highest scores, along with participant IDs, was displayed. All the game elements used in Walter and colleagues’ article are typical of games and are often utilized in the context of gamification, as described by Sailer et al. [2013]. A list of other possible game elements can be found in [Deterding et al., 2011].

Results of the research by Walter et al. [2022] demonstrated that participants can be motivated to generate more data through the use of gamification. However, it was observed that this effect diminished when participants performed the tasks multiple times. The improvement in the quality of the data collected through the use of game elements could not be demonstrated. The quality of task execution with and without game elements did not differ significantly.

Unlike the related works described in this section, our research aimed to analyze qualitatively the incorporation of gamification elements (ranking, notification, and feedback) into a crowdsourcing micro-task application.

### 2.3 Contributions Filtering

Filtering is a technique used to select and separate elements within a specific domain. For example, searching for a science fiction documentary on a movie and series platform, sorting files on a computer by their type, or narrowing down restaurant choices based on the type of cuisine. In the micro-task crowdsourcing environment, the use of filtering is important because it is a way to select the most relevant contributions for task resolution, considering the high number of contributions expected in such systems.

In this research, we employed two distinct techniques for micro-task contributions filtering: text-based filtering, performed using an algorithm, and human-based filtering, carried out through a voting mechanism.

For text-based filtering, we chose to use the algorithm by Boyer and Moore [1977], which is an approach used to search for specific patterns within texts. The decision to use this algorithm was made because it is widely used and well-accepted in the literature [Tanalol et al., 2023]. According to Cole [1994], this algorithm performs well in string searching and is used in the majority of applications. This algorithm initially aligns the target pattern “P” with the text “T”. Following this, it preprocesses the alphabet of letters that may be encountered in the text “T” to avoid unnecessary character comparisons. This algorithm underwent adjustments in [Navarro and Tarhio, 2000], where the authors proposed a study to identify patterns in texts compressed using the LZ78 and LZW models. This allowed the use of the text directly in its compressed form, eliminating the need to decompress the file for text searching.

In the filtering performed by humans, we utilized majority voting, which is a voting mechanism where the “winner” is the option that receives the majority of votes. In crowdsourcing applications, this approach leverages the crowd to vote on contributions they deem more or less suitable for solving a particular micro-task [Chen et al., 2020; Tao et al., 2020; Chen et al., 2022b]. The advantage of using this mechanism, as highlighted in Chen et al. [2020], lies in reducing costs by eliminating the need to hire experts to evaluate contributions and increasing crowd engagement and participation.

Current label aggregation strategies do not consider the differences in the quality of workers labeling different instances. The study by Tao et al. [2020] argues that a worker may exhibit varied labeling qualities across different instances. They propose four strategies that assign weights to work-

---

3Available at: https://crowdsource.google.com/. Accessed on: January 24, 2024.
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ers when labeling different instances, using the similarity between workers’ labels to estimate their specific quality in each instance. These strategies combine the worker’s specific quality in each instance with their overall quality across all instances to determine their weight when labeling a specific instance. Chen et al. [2022b] further suggest that when label quality surpasses random classification, the performance of label integration methods tends to improve as the number of labels increases.

In this work, we explored gamification techniques for user motivation in a crowdsourcing system for micro-tasks, as well as investigated two contribution filtering techniques.

3 Research Method

The methodology of this research covers two main investigations: (i) gamification techniques, and (ii) contributions filtering. Below, we present the methodological structure adopted for each of these domains.

3.1 Gamification Techniques

Initially, a literature review was conducted to explore the basic concepts of motivation, gamification, and to identify related research in the field. Next, gamification techniques were incorporated into a prototype of a crowdsourcing application for micro-task distribution. Finally, we evaluated the prototype through a study involving eight users who used the prototype for six days. The following details the steps:

1. The initial literature review and discussion of related works allowed us to define the gamification techniques (feedback, ranking, and notifications) to be implemented. These techniques, when used together, have been identified as the most commonly utilized in many studies such as Vaughan [2018]; Law et al. [2016]; Park et al. [2018]. The search for articles was conducted on Google Scholar4, Scopus5, IEEE Xplore6 and through manual searches on conference and congress websites;

2. The second stage involved the selection of the crowdsourcing system for micro-task distribution to be used in the user study and the implementation of the gamification techniques defined in the previous stage. The primary criterion for selection was having access to the source code to be able to carry out the necessary implementations;

3. In the final stage of the research, we evaluated the proposal with eight volunteers over a period of six days. For participant selection, we employed convenience sampling, a non-probabilistic sampling technique, where subjects who are most accessible and convenient are selected [Wohlin et al., 2012]. We contacted colleagues and former classmates (graduates) who volunteered to participate in the research. For the evaluation, we used two versions of the application: the original version and the version with the gamification techniques implemented in the previous stage. The data obtained during the use of both versions of the application were analyzed, considering the number of tasks made available, accepted, and declined. Finally, we administered a questionnaire7 consisting of three open-ended questions to gather the volunteers’ opinions on the use of the two versions of the application. Each question was related to one of the gamification techniques integrated into the application. The questions were as follows: (i) Did you feel encouraged to use ConTask at any point during the study due to the daily notification you received? (ii) During the experiment, did you have an interest in completing tasks to improve your ranking position? (iii) Did know the total number of contributions (tasks completed) and the number of pending tasks influence your desire to contribute? Subsequently, we conducted a content analysis of the responses, relating and discussing the results with those found in the literature. We analyzed the questionnaires using qualitative coding procedures based on Lazar et al. [2017] and Charamaz [2014]. Due to the limited number of participants, we chose not to use tools and conducted the analysis manually. We adopted an inductive process based on the researcher’s interpretation, reading each participant’s questionnaire, highlighting and recording relevant parts.

When inviting people to participate, we explained the research’s objective and theme. Since many individuals were not familiar with the term “crowdsourcing”, we used examples to illustrate the concept. We also introduced ConTask and how the application fits within the research context. In doing so, we aimed to clarify any questions people had and make the research proposal more understandable and appealing to them.

3.2 Contributions Filtering

The filtering mechanism is designed to assist in screening relevant and valid contributions from the substantial volume typically present in a crowdsourcing system. To achieve this, a literature review was conducted to search for filtering techniques, and two of them were selected and implemented in a crowdsourcing application. To evaluate the use of the filtering mechanism, an experimental study was conducted, involving data generated by participants and other data generated automatically to simulate the large volume of contributions in a crowdsourcing system.

1. In the first stage, a literature review focused on searching for filtering strategies in crowdsourcing systems was conducted. Following the analysis of related works, two filtering techniques were selected. The selected filtering techniques are as follows: (i) Keyword Filter: This filter implements the modified Boyer-Moore algorithm and is responsible for validating contributions

4Available at: https://scholar.google.com.br/. Accessed on: January 24, 2024.
5Available at: https://www.scopus.com/. Accessed on: January 24, 2024.
6Available at: https://ieeexplore.ieee.org/. Accessed on: January 24, 2024.
made in the micro-task based on keyword matching. (ii) Majority Voting Filter: This filter utilizes the crowd to evaluate contributions through a voting mechanism. These techniques were chosen based on their suitability for the task of filtering contributions in the micro-task crowdsourcing system.

2. The second stage involved selecting the crowdsourcing system for micro-task distribution to be used in implementing the filtering techniques and the experimental study. The primary criterion for system selection was also access to the source code for the implementation.

3. In the third stage, an experiment was conducted to evaluate the filtering mechanism. Participants were organized into an experiment divided into three stages: (i) preparation, (ii) contribution and voting, and (iii) data collection and evaluation. During the preparation stage, participants selected titles, keywords, and deadlines for the tasks. They accessed the application, entered their names, and provided responses. In the contribution and voting stage, participants contributed responses and voted on the contributions of others. The experiment included both automated and non-automated contributions. Automated Contributions: comprised of automated contributions, which will be displayed randomly immediately after the block of non-automated contributions. Non-automated Contributions: comprised of contributions made by participants, which will be displayed randomly and always precede the block of automated contributions. A questionnaire was administered to task requesters to assess the results of the contributions and filters. The focus of the questionnaire was to assess whether the filters implemented in the filtering module contributed to the requester selecting the most coherent contributions. The questionnaire consisted of five open-ended questions: (i) Did majority voting help you select coherent contributions to solve your task? (ii) Did the keyword filter aid in selecting coherent contributions to solve your task? (iii) Based on the results of the majority vote filter and keywords, which filter brought the most coherent contributions to solving your task? (iv) Are filtered contributions more coherent than unfiltered contributions? (v) What improvements do you suggest for the applied filters? The analysis technique used for the form was the same as that used for the questionnaire regarding the study of gamification techniques.

In order for applicants to be able to answer the questionnaire, we clarified what the research was about and the concepts used. Thereafter, we present the results of the contributions without filtering and with filtering. Due to the advent of the Covid-19 pandemic, all processes related to this stage were conducted remotely.

4 ConTask

In this section, we present the two versions of the application used in the user study, as well as the overall architecture of the application after the implementation of the modules developed in this work. The original version will be referred to as ConTask 1.0, and the version with the gamification techniques implemented will be identified as ConTask 2.0.

ConTask 1.0 is a prototype application developed to assist in the management of large areas, especially university campuses, their buildings, rooms, bathrooms, and common areas [Pestana and Vieira, 2018a]. Monitoring and managing the structures of large spaces are challenges for any organization; however, with the assistance of the application, it is possible to minimize some administrative issues, such as the cleanliness of bathrooms and the proper functioning of equipment. For this purpose, the contribution of users who frequent these spaces is important. The application allows the creation of tasks that request information related to a specific area. In this way, common university spaces can be evaluated by the local community.

The application was developed using the Android operating system and uses contextual information composed of entities, elements, and sources to distribute micro-tasks. Contextual information interacts directly with the application, such as user, task, and problem. Contextual elements are relevant characteristics of entities that can be used in distribution, such as the user’s location, the status of the requested task, and the type of task. Sources, in turn, correspond to the origin of the data used, such as GPS and a database [Vieira et al., 2011].

Using the Global Positioning System (GPS) of the device, ConTask directs tasks to users based on their context and geographical location. Therefore, if a user is in an area of the campus where there are pending tasks, the application makes these tasks available to the user. Tasks can be of many types, such as assessing the level of illumination in a location or checking if any equipment is turned on. Based on user responses, the administration of the area collects information that assists in decision-making.

As shown in Figure 1, the general architectural diagram of the application includes the gamification and filtering modules developed in this work, with the contributions stemming from this development highlighted in gray. It is also possible to observe the arrangement of gamification techniques in the screen layer.

The ConTask user interface consists of four main functional areas: (i) Home page; (ii) Login page; (iii) Task section; and (iv) Notifications area. On the Home page, three gamification techniques are highlighted, and implemented to motivate users to make contributions within the application. As shown in Figure 1, the management layer’s role is to capture the user’s context through mobile device sensors such as GPS, process the context, and make tasks available to the user interface layer.

To support this work, we used a new server, and developed an API to facilitate communication between the server and the ConTask application. Through this API, the application can interact with the new server, which manages all the application’s data and allows for the retrieval of data generated during the experiment.

The main contributions of this work are the filtering and the gamification module. The filtering module was included to perform contribution filtering. As can be seen in Figure 1, the filtering module includes two contribution filters: (i) keyword filter and (ii) majority voting filter.
We are currently developing a new module in ConTask, the emergency module, where campaigns are created to provide support in disaster recovery and emergencies. The emergency module is intended to function as a solution for disaster recovery and emergencies, where contributors are individuals associated with institutions or non-governmental organizations (NGOs) engaged in humanitarian assistance to communities affected by disasters. The solution provides a pool of volunteers who are recruited by these agents to engage in humanitarian tasks. In this module, a campaign is created when a critical event occurs that requires the recruitment of volunteers. These volunteers are recruited based on their alignment with the context of the campaign. The tasks are of a humanitarian nature and aim to provide support to the affected community, such as collecting donations of material or financial resources, for example.

4.1 Gamification Techniques Implementation — ConTask 2.0

In the new version of ConTask (ConTask 2.0), three gamification techniques have been implemented: ranking, notification, and feedback. In ConTask 2.0, the ranking system was introduced on the welcome home page of the application, as illustrated in Figure 2. On this page, the system displays the user’s position among other users who have also submitted their contributions and the number of tasks they need to perform to move one position in the ranking.

If the user has not yet completed any tasks, the application displays a message encouraging them to complete their first task and, from then on, be included in the user ranking. The system considers the number of contributions made for user ranking, and as a tiebreaker criterion, it considers the user who reached the required number of contributions first.

Another gamification element implemented in ConTask 2.0 was the use of notifications. Figure 3 displays the screen with the notification sent to the user’s device and the welcome screen with the feedback submission. These elements were used to stimulate competitiveness and encourage the user to continue using the application, searching for new tasks. The information provided to the user as feedback includes: the overall total of tasks, the tasks available to the user, the percentage of the user’s participation in the community compared to the overall total of tasks, the total number of tasks accepted, and the total number of tasks declined.

4.2 Filter Architecture in ConTask

In the current architecture of the ConTask application, the micro-task metamodel is composed of the following elements: question, answer, and context. The question represents the micro-task requested in the application. The answer represents the crowd’s contribution to the proposed micro-task. The context is the desired scope for the task execution, for example: the potential users who can contribute to the micro-task and the location to which the task refers.

The filtering module operates on contributions. To implement the filtering module, it was necessary to modify the original architecture of ConTask, particularly the way data was persisted. In the new version, tasks and crowd responses are now stored in a database.

Furthermore, we have developed three new functionalities: (i) Micro-task validity: a period, in days, during which tasks can receive contributions from the crowd; (ii) Majority voting filtering: a filter that utilizes the crowd as evaluators of the contributions they propose; and (iii) Keyword filtering: a textual filter that uses keywords specified by the requester to validate contributions.
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Figure 2. Home page of ConTask 2.0 with the use of the ranking mechanism.

Figure 3. Notification mechanism implemented in ConTask 2.0 and the feedback screen.

The original micro-task metamodel of ConTask has been adapted as follows, as illustrated in Table 1. In addition to the pre-existing elements (question, answer, and context), we have added the elements keywords and task validity, determined by the task requester at the time of its creation. Keywords will be used in the contribution filtering process. Task validity will specify the number of days during which the crowd can contribute.

Table 1. ConTask Micro-Task Metamodel. Adapted from (Pestana and Vieira [2018b]).

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question</td>
<td>Any topic or assessment the requester wishes to be involved in</td>
</tr>
<tr>
<td>Answer</td>
<td>Yes/No responses, limited responses, open-ended responses, or media files</td>
</tr>
<tr>
<td>Context</td>
<td>Specify a limited group of users who can respond to the micro-task</td>
</tr>
<tr>
<td>Keyword</td>
<td>Specify keywords that contributions for this micro-task should contain</td>
</tr>
<tr>
<td>Task validity</td>
<td>Specify the number of days the task will be valid to receive contributions</td>
</tr>
</tbody>
</table>

Figure 4 shows the proposed architecture for ConTask, where we have added an API component, a database component, and a filtering module, named Contribution Filter, composed of two filters: keyword filter and majority voting filter, described as follows:

1. API: REST Application Programming Interface (API) is responsible for the operations related to the creation, updating, and removal of micro-tasks, contributions, and votes within ConTask.
2. Database: a new database has been modeled to persist the data of micro-tasks, contributions, and votes consistently, enabling operations through the API. The database used in the original version of ConTask has been migrated to this new database.
4. Majority Voting Filter: a filter implemented to use the crowd as evaluators of contributions.

Given the proposed architecture, we can define the interaction flow as follows: ConTask initiates the interaction with the API (Item I), and the API performs and persists the requested operation in the database (Item II). If the operation involves a contribution, a filtering process will be carried out (Item III).

4.3 Filtering Module Implementation

For the implementation of the API and the filtering module, the Java programming language was used. Figure 5 details the flowchart of the proposed architecture for ConTask, from task creation to the storage of the result. The requester should define the task title, the keywords to be used in the filter, and the task’s validity in days. The task’s validity will determine the deadline for receiving contributions. The insertion of contributions will trigger the operation of the filtering module,
composed of the keyword filter and the majority voting filter.

![Flowchart](image.png)

**Figure 5. Complete flowchart of the contributions filtering module.**

Figure 6 illustrates the architecture of the proposed API, to which the ConTask application is connected. ConTask initiates a request to the controller via the HTTP protocol, and based upon the verb enclosed within it “GET” or “PUT”, the controller executes the corresponding operation, employing the pertinent model, and persists the resource within the database. This is the main component for maintaining the consistency of the data that is created, modified, and consumed.

Upon receiving a request through the API, the system will be responsible for selecting the appropriate controller for execution. The chosen controller will then leverage the HTTP verb included in the request to define the operation to be performed on the database. If the request contains the “GET” verb, it will trigger the “Retrieve” operation, which will retrieve and provide ConTask with the query results from the database. Conversely, if the request uses the “PUT” verb, it will activate either the “Update” or “Create” operation, which will be used to update or create information in the database.

The keyword filter encompasses the pattern recognition algorithm introduced in Boyer and Moore [1977], enabling the determination of contribution validity based on predefined keywords within the task. In this study, the proposed algorithm represents an adaptation of the Boyer-Moore algorithm, necessitated by the requirement for token generation. Tokens are automatically derived from the keywords defined by the micro-task requester, adding a space as both a prefix and a suffix. Consequently, a keyword like “house”, for instance, becomes “house”. Token creation is imperative to prevent the algorithm from erroneously identifying the target pattern as a suffix, prefix, or infix. For instance, the term “house” should not trigger a match when embedded within words like “marriage” or “casualty”. Should the token be identified within the participant’s contribution, it will be included in the “Valid Contributions” list; otherwise, it will be appended to the “All Contributions” list.

5 Experimental Studies

In this section, we present the experimental studies performed to evaluate the proposed mechanisms.

5.1 Contribution Filtering

To evaluate the contribution filtering mechanism proposed in ConTask, an experimental study was conducted. Below are the methodological details of the experiment, as well as the analysis of the results found.

Initially, a pilot study was conducted to fine-tune the process of applying the experiment and addressing any technical difficulties. This pilot study involved a 28-year-old volunteer. Following the pilot study and corresponding adjustments to the protocol, the experiment was conducted with a group of 5 volunteers, all university students, aged between 21 and 25, including 4 males and 1 female (Table 2). The experiment lasted for 4 hours.
After installing the application, participants entered a Google contribution and voting; collection and evaluation. The task owner, while the others were responsible for contributing. Participants could not vote more than once on the task. Afterward, all participants were required to submit a contribution and vote on at least one content in the database. The collection and evaluation stage aims to gather the opinions of task requesters regarding the result of applying the filters to the selection of contributions made by participants. To collect the opinions of the requesters, a questionnaire based on Günther (2003) with 5 open-ended questions was developed using the Google Forms tool. Initially, three results of the received contributions were shown to the requester: one with the keyword filter, another with the majority voting filter, and the last one with the results of the contributions without any filtering. Then, a brief explanation of the concepts that the requesters should use to answer the questions was provided. Results are discussed in Section 6.

5.2 User Study - Gamification

The objective of this study was to assess if the gamification techniques introduced in ConTask 2.0 impacted the number of user contributions and to analyze whether users found these techniques relevant in motivating their participation in the system.

Eight participants were selected for the study, which spanned six days. The participants were randomly selected from a group of university students based on their availability and willingness to participate in the research. Table 3 presents the participants’ profiles, including age range, gender, education level, experience with crowdsourcing applications, and mobile application usage. Those invited to participate in the research were informed about the concepts used, allowing them to determine their experiences with crowdsourcing and mobile technology. The participants were randomly divided into two groups of four individuals each. Each group was designated by a letter, forming Group A and Group B. The groups started with different versions of the application, with Group A using ConTask 2.0, and Group B using the original version, ConTask 1.0.

Table 2. Profile of Participants.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Age</th>
<th>Gender</th>
<th>University student</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>23</td>
<td>Male</td>
<td>Yes</td>
</tr>
<tr>
<td>P2</td>
<td>21</td>
<td>Female</td>
<td>Yes</td>
</tr>
<tr>
<td>P3</td>
<td>25</td>
<td>Male</td>
<td>Yes</td>
</tr>
<tr>
<td>P4</td>
<td>23</td>
<td>Male</td>
<td>Yes</td>
</tr>
<tr>
<td>P5</td>
<td>24</td>
<td>Male</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Due to the COVID-19 pandemic, the experiment was conducted virtually. Participants were asked to install the application through the provided APK via a WhatsApp group. After installing the application, participants entered a Google Meet room with their microphones muted, since the voice channel was only used to provide necessary instructions for the experiment.

For each task, participants were distributed as follows: one person was randomly chosen to participate as the requester (task owner), while the others were responsible for contributing and voting on contributions they deemed most suitable for solving the task (crowd role). For this experiment, three distinct tasks were created:

• Task 1:
  – Question: Do you think the university bus provides safety to students?
  – Validity: 1 day.
  – Keywords: dangerous, safe, and unsafe.

• Task 2:
  – Question: Is the street outside your house well lit?
  – Validity: 1 day.
  – Keywords: bright and dark.

• Task 3:
  – Do you consider the water supplied in the university’s water fountains ideal for consumption?
  – Validity: 1 day.
  – Keywords: dirty, clean, and contaminated.

The experiment was split into three stages: (i) preparation; (ii) contribution and voting; (iii) collection and evaluation.

In the preparation stage, initially, the requester defined the title, keywords, and validity of the task. Then, the researcher conducting the experiment assisted the participants in logging into the application by entering their names and demonstrating the existing functionalities for contributing to a task and voting on the contribution they deemed best to answer the task.

The objective of the contribution and voting stage is for participants to contribute to the presented task and vote on the contributions of other participants. To simulate a real-life scenario that could be experienced on a university campus, a program was developed to generate 100 contributions using LeroLero, a tool for generating random sentences, and the NodeJS framework to persist the content of the sentences in the database. Afterward, all participants were required to submit a contribution and vote on at least one contribution. Participants could not vote more than once on the same contribution. Each task received a total of 104 contributions, with 4 contributions from participants and 100 contributions generated automatically. To avoid influencing the participants’ votes, contributions were displayed as follows: (i) first, the contributions from participants (non-automated) were shown randomly; (ii) then, the automated contributions were displayed, also randomly.

Figure 7 provides an overview of the created protocol. During the first three days, participants in Group A received ConTask 2.0 with gamification features, while participants in Group B received ConTask 1.0 without modifications. At
the end of the initial three days, there was a swap of the application versions, with Group A using ConTask 1.0 and Group B using ConTask 2.0. To mitigate potential bias in the study, participants were never made aware of which version of the application they were using at any point.

The geographic context filter of the application was disabled in both versions during the study. This was necessary because it was crucial for the same task to appear for both groups of users, even if they were in different geographic contexts. Due to the COVID-19 pandemic\(^{10}\), the study was conducted remotely, using virtual interaction resources. Initially, two groups were created on WhatsApp, respecting the divisions of participants into Groups A and B as established in the experiment. An installer (APK) was generated for the Android platform for each version of the application. The APK was made available in the WhatsApp chat\(^{11}\) according to the version established for each group.

To ensure that the group swap had indeed taken place, a control task was created in which users were asked whether they had completed the version exchange. As soon as users switched the application version, they would respond to this control task. This way, it was possible to verify that all participants had completed the version exchange, maintaining the ratio of 4 participants for each version of the application.

Four tasks were made available each day at different times and without a predefined schedule. Once the tasks were loaded on the server, they became available to both groups simultaneously. All loaded tasks had a duration of 24 hours, so participants had this period available to complete the task. The decision to keep the task active for only a predefined time was intended to encourage participants to open the application daily and prevent all tasks from being completed only on the last day.

At the end of the six days, all participants were provided with a questionnaire containing seven questions. Three questions were about the study, aimed at understanding how the user interacted with the modifications made in ConTask 2.0 and whether these modifications had influenced their participation. The remaining four questions were intended to profile the user. The questionnaire was available for one day for the submission of responses and was developed using the Google Forms tool\(^{12}\).

The questionnaire responses were meticulously examined and coded into distinct themes related to participants’ interactions with notifications. Table 4 exemplifies this categorization process. Within the “Notifications” category, three main subcategories were identified: 1) notifications that led to task execution, 2) notifications that did not lead to task execution, and 3) irrelevant notifications. In the first subcategory, two codings were established: 1.1) participants who felt encouraged to use the app and 1.2) those who were reminded to use it.

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Led to task execution</td>
<td>1.1 Felt encouraged to use the app</td>
</tr>
<tr>
<td></td>
<td>1.2 Was reminded to use the app</td>
</tr>
<tr>
<td>2. Did not lead to task execution</td>
<td>2.1 Notification function disabled</td>
</tr>
<tr>
<td></td>
<td>2.2 Silent mode</td>
</tr>
<tr>
<td></td>
<td>2.3 Device in use with other apps</td>
</tr>
<tr>
<td></td>
<td>2.4 Did not read the content of the notification</td>
</tr>
<tr>
<td>3. Irrelevant notification</td>
<td>3.1 Did not notice the notification</td>
</tr>
<tr>
<td></td>
<td>3.2 Were not available to contribute at that time</td>
</tr>
</tbody>
</table>

Categorizing and coding questionnaire responses regarding user interactions with notifications is crucial for comprehending mobile app user behavior. By recognizing patterns, such as notifications that efficiently trigger task execution or those frequently ignored or considered irrelevant, developers can customize notification strategies to enrich user engagement and enhance the overall user experience. These insights aid in identifying effective notification strategies and enhancing overall user engagement and experience.

6 Results and Discussion

In this section, the results and discussions of the studies conducted in this work are presented.

6.1 Contribution Filtering Results

With the questionnaire analysis, we aimed to verify whether the filters implemented in the filtering module contributed in any way to help the requester select more coherent contributions. When asked if majority voting helped in selecting coherent contributions to solve your task, 2 out of the 3 requesters responded that they were aided by the filter, while 1 stated that they did not like it much because they did not agree with the contribution that reached the top position in the “TOP 3 Contributions” list.

Regarding whether the keyword filter helped in selecting coherent contributions to solve your task, all 3 requesters said they liked the idea, although they found the filter somewhat limited.

When asked based on the results of the majority voting and keyword filters, which filter provided more coherent contributions to solve your task, 2 participants responded that the majority voting filter yielded better results, while 1 participant preferred the keyword filter.

When asked if filtered contributions are more coherent than contributions that were not filtered, all the requesters...
preferred the results shown after applying at least one of the proposed filters. Finally, regarding what improvements do you suggest for the applied filters, the requesters provided suggestions for improvements that are documented in this text, in the section on future work.

In this study, we observed that automated contributions, even though they appeared in a block following the contributions made by participants, received multiple votes and occupied prominent positions. For instance, they took the second position in Task 1, the second position in Task 2, and the first position in Task 3. This observation can be explained by the motivation of participants to collaborate with the overall outcome of the work. In a voting scenario, items that are seen first tend to receive more votes, which could explain the automated contributions’ rankings.

We observed that words that were part of the requester’s keyword group, when used in plural form in participants’ contributions, were not detected by the keyword filter. This limitation led the requesters to prefer the majority voting filter. However, in one of the tasks conducted in the experiment, the requester preferred the result shown by the keyword filter. The majority voting filter is subject to crowd behavior. Therefore, both filters have their strengths and limitations.

### 6.2 Gamification User Study

In the user study, both versions of the ConTask application sent task solutions to the server. However, at the time of submission, in addition to the user’s response, the application also sent information about the version used. This allowed for the collection and analysis of log data according to the version used. The experiment included a total of 24 tasks, with 4 tasks distributed each day in each group. Therefore, the maximum number of contributions expected per version of the application at the end of the experiment was 96 tasks executed.

Table 5 displays the data collected with indications of the application versions and the quantity of contributions received (micro-tasks executed) in the first 3 days of the experiment, before the version exchange between the groups. It also shows the quantity of contributions received in the last 3 days of the experiment, after the version swap between the groups, and the total tasks completed. It is important to note that the execution of the control task was not counted in the results as a completed task.

<table>
<thead>
<tr>
<th>Version</th>
<th>Received tasks (first 3 days)</th>
<th>Received tasks (last 3 days)</th>
<th>Total tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConTask 2.0</td>
<td>47</td>
<td>44</td>
<td>91</td>
</tr>
<tr>
<td>ConTask 1.0</td>
<td>42</td>
<td>38</td>
<td>80</td>
</tr>
</tbody>
</table>

From the first to the third day of the experiment, 12 tasks were created. Since each group had 4 people, it was possible for each group to submit up to 48 contributions. At this point, Group A was using ConTask 2.0, and Group B was using ConTask 1.0. During this period, the gamified version, ConTask 2.0, recorded 47 contributions, while the original version, ConTask 1.0, had 42 contributions, representing an increase of 10.64% in the number of tasks executed by Group A.

In the last three days, after the version swap between the groups, 12 tasks were also made available, with an expected maximum of 48 contributions per version. Group B, using ConTask 2.0, completed 44 contributions, while Group A, with ConTask 1.0, completed 38 contributions. During this period, ConTask 2.0 recorded a 13.63% increase in the number of tasks executed. Out of the maximum expected 96 contributions by the end of the experiment, ConTask 2.0 obtained 91, while ConTask 1.0 obtained 80. Thus, the gamified version had a 12.08% higher contribution rate than the original version.
original version, indicating greater participation by volunteers with the gamified version.

Upon analyzing the results for each group, it can be observed that Group A, during the first 3 days using the gamified version, completed 47 contributions, and during the last 3 days with the original version, they completed 38 contributions. Group B, which used the original version in the first period, completed 42 tasks, and with the gamified version in the second period, this number increased to 44 tasks. It is noticeable that the number of contributions remains higher for the gamified version, even though there is a decrease in the total number of contributions in the second period of the study, which was expected, as volunteers tend to be more active in the beginning.

These data suggest that the gamified version may have had more tasks completed due to the implemented gamification techniques (ranking, notification, and feedback). This is in line with the literature, as seen in the works Feng et al. [2018]; Chi et al. [2018]; Lee et al. [2013], which indicated the beneficial relationship for collaboration in micro-task crowdsourcing systems. This relationship can be understood by discussing the possible motivational factors of the sample subjects used Zhang et al. [2022].

The results of the studies indicate that the use of gamification can be effective in increasing user motivation and participation in crowdsourcing tasks. However, it is important to note that there is a tendency for greater user participation at the beginning of the experiment, which can affect the analysis of the results and suggest a greater impact of gamification than is actually the case. Therefore, it is necessary to exercise caution in interpreting the data and consider the context in which the studies were conducted. Additionally, it is important to assess the long-term effects of gamification on user motivation and participation.

6.3 Perceptions on using Gamification

In research involving crowdsourcing and motivation, establishing generalizations is a complex task, as intrinsic and extrinsic motivations vary from person to person, influenced by cultural, religious, and social factors [Toda et al., 2022a]. Although the sample size is considered small for generalization and establishing correlations between gamification use and increased task completion, we can discuss the results and perceptions in line with those found in the literature. Both groups used both versions for three days, allowing all participants to respond to the same questionnaire. At the beginning of the study, participants were instructed to enable notifications from the application. Therefore, during the study, they received notifications about available tasks, information about their ranking position, and feedback on tasks completed. This allowed us to analyze users’ perceptions regarding the use of ranking, notification, and feedback techniques in ConTask 2.0.

The first question in the questionnaire aimed to gauge users’ perception of notifications: "At any point during the study, were you prompted to use ConTask because of the daily notification?". Five participants responded that they were encouraged to use ConTask and contribute to a task when they received notifications, or that the notifications helped them remember to open the application at an opportune moment. The remaining participants (3) said they didn’t notice the notification when they received it or weren’t prompted to contribute at that time. Various reasons were cited: notification function disabled, focus or silent mode, device in use with other applications, or they received the notification but dismissed it without reading the content.

Some works in the literature report difficulties and resource limitations related to notifications. Considering that the user can take immediate actions or simply ignore a notification, it is necessary to use them effectively and responsibly [Fitz et al., 2019]. To do so, it is necessary to analyze the importance of the notification in the user’s context and not use this feature without proper relevance criteria. Therefore, the chosen time for participants to be notified was at 6:00 PM local time, a moment considered possibly opportune [Chen et al., 2022a]. The timing of notification receipt significantly influences how they are received by users, and an overload of notifications can prevent important notifications from being viewed [Esteves et al., 2022; da Silva and Vieira, 2018].

The second question of the questionnaire aimed to obtain users’ perception regarding the ranking: “During the experiment, did you have an interest in performing tasks to improve your ranking position?” Six participants responded affirmatively, expressing their interest and willingness to contribute to enhance their position. The remaining two participants, on the other hand, did not feel motivated and did not actively seek to improve their rankings. These perceptions align with discussions in the literature, as motivation can be influenced by both intrinsic factors, related to psychological rewards, and extrinsic factors, linked to material rewards.

Some works in the literature investigate what motivates specific groups of people (e.g., the elderly, teenagers) to participate in crowdsourcing projects [Amorim and Vieira, 2019; Ooge et al., 2020]. Personalization of these systems, targeting the use of specific groups, is proposed as an alternative to overcome deficiencies caused by generalization of use [Rodrigues et al., 2021; Tondello and Nacke, 2020]. The classification mechanism depends on motivating factors, as one person may feel motivated by tracking their performance in the ranking, while another person may not enjoy competition [Vaughan, 2018; Brewer et al., 2016; Chandler and Kapelner, 2013].

The last question aimed to assess users' perception regarding the use of feedback: “Did knowing the total number of contributions (tasks completed) and how many tasks were awaiting execution influence your desire to contribute?” In response to this question, participants were divided in their opinions. Half of them indicated that the provided feedback, when read, did indeed stimulate their desire to continue performing tasks. They mentioned that the information about the number of available tasks also served as motivation because it compelled them to check which tasks were available. On the other hand, the other half did not perceive a relationship between the feedback and their desire to carry out tasks.

While gamified crowdsourcing has been investigated, there is still much to explore. In the work by Tsvetkova et al. [2022], the authors discuss the negative effects of feedback from a social perspective. They emphasize that if the individual effort and performance of people with different skills
are not considered, inequality among individuals tends to increase. Furthermore, ethical discussions are held regarding the limits of competition and how to promote healthy collaboration [Toda et al., 2022b]. These studies can provide context for the inconclusive results obtained in our study regarding the use of feedback as a motivating factor. Therefore, we align with the literature in recognizing the need for further research in this area.

6.4 Limitations and threats to the validity

Regarding the user study that investigates how the gamification techniques influence users of the crowdsourcing system, the threats to the validity of this study were analyzed and related to those identified based on Wohlin et al. [2012].

First, the experiment design. Despite working with two groups, neither of them functioned as a control group that could, for example, use only one version of the application. To mitigate this threat, the strategy of keeping the participants completely unaware of the specific version of ConTask they were using was adopted. However, it is worth noting that in future research, the inclusion of a strict control group could provide a more accurate assessment of the differences between the application versions.

Secondly, the experiment protocol remained unchanged during the first and last three days, which introduced the possibility of participants behaving differently in the second half of the study, possibly due to becoming more familiar with the procedure. To minimize this bias, we chose to restrict the disclosure of results for each stage until the end of the six days, keeping participants equally uninformed throughout the experiment. However, it is worth considering the implementation of variations in the experimental protocol in future research to address this issue more comprehensively.

Finally, participant selection deserves attention. Although our research has a qualitative approach and does not aim for generalization, it is relevant to note that participants were volunteers, which, according to Wohlin et al. [2012], may result in a more motivated sample that is better suited for new tasks. This characteristic of volunteers can affect the applicability of the results to broader contexts. Therefore, future research needs to consider strategies for involving a more diverse range of participants, including those who may be less motivated or experienced with the task at hand.

Regarding the user study that investigates contribution filtering techniques, the major challenges encountered are related to the enhancement of the Boyer-Moore algorithm for contribution filtering. This arose due to the necessity of handling punctuation and special characters, which significantly increased the complexity of the development process. Additionally, difficulties were faced when seeking ways to distinguish and randomize synthetically generated contributions from real contributions.

7 Conclusions and Future Work

In this paper, challenges related to the motivation of individuals and the effective management of a large volume of contributions in crowdsourcing are highlighted. The crowdsourcing model facilitates collaboration among diverse individuals, offering flexibility and accessibility, and allowing contributions based on individual skills and interests.

Two studies were presented. The first study was conducted to investigate how gamification techniques (ranking, notification, and feedback) can influence users in crowdsourcing. The study used a crowdsourcing application in two versions, one with gamification implementations and one without. The study’s results indicated that the gamified version of the application showed more tasks completed by participants. At the end of the study, a questionnaire was administered where participants evaluated both versions of the application. The questionnaire analysis revealed that participants rated the three implemented gamification mechanisms positively and felt more motivated to perform tasks in their presence.

The second study presented aimed to investigate techniques to support requesters of micro-tasks in crowdsourcing systems in managing and selecting the most relevant contributions. This study also used a crowdsourcing micro-task application to conduct an experimental study to validate two contribution filtering techniques developed: the keyword-based contribution filter and the majority vote-based contribution filter. The experimental study involved the request and distribution of micro-tasks among participants, who were tasked with contributing and voting on contributions they deemed most suitable for solving a task. Subsequently, a questionnaire was administered to task requesters to gather their opinions on the results of applying the contribution filters. This experiment was divided into three stages and indicated that the majority of requesters found that the majority vote-based contribution filter assisted in the selection of the most relevant contributions. Additionally, all requesters expressed a positive reception to the proposal of using the keyword-based contribution filter.

We suggest as future work: i) to validate the use of ConTask 2.0 with a larger number of participants; ii) enhance the existing functionalities of the application, and analyze the impact of the artifacts on user participation, both in terms of the number of tasks completed and the quality of accepted contributions; iii) to diversify the types of micro-tasks offered to participants and expand their analysis by considering the specific type of task executed; iv) The need to explore ways to integrate synonym and antonym APIs to enhance the accuracy of the keyword filter in the matching process; v) The implementation of a feature to allow users to undo their votes once they have been submitted; vi) The creation of user profiles that assign different weights to votes, giving more influence to users with a high reputation in the application; vii) The adaptation of the text filter to recognize numerical variations, such as singular and plural forms, in keywords. Lastly, it’s worth noting that the application’s interface has not incorporated UX/UI techniques, suggesting the need for a future study with a focus on improving the interface design.
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