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Abstract: The underrepresentation of women in STEM fields needs to be highlighted through data to assist decision-
makers and public policy creators in addressing the issue effectively. However, the lack of structured, organized
data published openly in this domain is still a reality. To address this problem, a Latin American research network
called ELLAS was created. The project’s goal is to develop a platform with Semantic Web-based technologies to
structure and concentrate data from Brazil, Peru, and Bolivia, initially. This paper presents the processes defined for
the collection and curation of both unstructured and structured data, sourced from scientific articles, social networks,
and existing open data. We explore the architecture design in a way that facilitates understanding of the details of the
processes and the actors involved for each data source. We present the preliminary results from the application of
these processes, and the strategies for future work, which include the data extraction and curation, and the ontology
and knowledge graph development We also present some of the undergoing work, such as the survey development
and application as well as showing what still hasn’t been done, such as the platform development.

Keywords: Knowledge Graphs, Latin America, Female Leadership, STEM, Open Data

1 Introduction
Reflecting on the state of science, technology, and innova-
tion in Latin America and the Caribbean, it’s evident that
the economy of this region is not well-equipped to face the
challenges of the knowledge society [Guzman et al., 2020].
Part of the problem is the insufficient number of students en-
gaging in Science, Technology, Engineering, and Mathemat-
ics (STEM), with women being notably underrepresented in
countries such as Brazil [Kahn and Ginther, 2017] [Berardi
et al., 2022], Peru [OECD, 2022] [Garcia-Holgado et al.,
2020], or Bolivia [Egana-delSol et al., 2022]. Another con-
tributing factor is the even smaller proportion of women tak-
ing on leadership roles in industry or academia. In this con-
text, higher education institutions have a critical role in sup-
porting women and promoting an institutional environment
that seeks gender equality and professional growth. This
topic is, therefore, related to one of the United Nations’
Sustainable Development Goals (SDGs). Goal 5 is framed
as ”Achieve gender equality and empower all women and
girls1.”
Various programs and initiatives have been established to

increase women’s representation in STEM. In the Brazilian
context, one can mention the ”Meninas Digitais” Program
(PMD), endorsed by the Brazilian Computer Society (SBC).
Through numerous partner projects in leading educational

1https://sdgs.un.org/goals/goal5

institutions across Brazil and operating within the pillars of
teaching, research, and/or extension, they disseminate com-
puting knowledge to students and teachers nationwide [Ma-
ciel et al., 2018]. In Peru, the National Council for Science,
Technology and Technological Innovation – CONCYTEC
has created the Committee for Women in Science, Technol-
ogy and Innovation2, responsible for the promotion of initia-
tives together with local and international partners. Some
other initiatives have focused on the development of role
models for enhancing the permanence of Women in STEM
[Vidal et al., 2020] or the strengthening of female students’
STEM identity, global perspective, and desire to pursue engi-
neering for peaceful purposes by exposing them to the SDGs
and engineering challenges [Tull et al., 2018].
Yet, for initiatives to achieve greater effectiveness and for

the formulation of public policies geared in this direction, it
is crucially necessary to comprehend the factors influencing
the absence of gender equality in STEM areas. These factors
should be disseminated with reliability and visibility. Fre-
quently, organizations, whether public or private, in larger
or smaller contexts, possess a legitimate motivation to imple-
ment affirmative actions to attract, retain, and nurture women
aspiring to pursue careers in STEM. However, the absence
of data illustrating potential avenues for intervention hinders
or diminishes the adoption of such actions.
Furthermore, despite the presence of data collection in cer-

2https://mujercti.concytec.gob.pe/
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tain initiatives and projects, this data is seldom made avail-
able in an open and well-organized format. Typically, re-
searchers collect and analyze data, which is often published
in scientific articles. While this contributes significantly to
advancing the field, there is no assurance that the data will
be easily accessible for comprehension, public use, and reuse
– a growing demand [Nunes et al., 2020]. Consequently,
STEM-related data tends to be unstructured and inadequately
documented, particularly within the Latin American context.
Another challenge stems from the diverse contexts and lev-
els of analysis involved in each research endeavor, span-
ning projects, universities, local communities, and countries.
Each context may attribute distinct meanings to the collected
data, impeding its comprehension and utilization by third par-
ties, particularly policymakers unaccustomed to extracting
information from scientific articles.
In pursuit of solutions to issues like these, the international

research network ELLAS - Equality in Leadership for Latin
American STEM was born. It executes the project ”Latin
American Open Data for gender equality policies focusing
on Leadership in STEM3”, proposed and accepted in a call
by the International Development Research Centre - IDRC.
The purpose is to create an open data platform containing
data related to the presence of women in STEM, useful for
the formulation of research and public policies in this field
[Maciel et al., 2023]. The project’s objective is to system-
atically gather and openly present data related to women
engaged in courses, programs, or professions classified un-
der STEM categories. This encompasses aspects like lead-
ership roles, factors influencing career trajectories, and ex-
isting initiatives and public policies. Additionally, the pro-
posal outlines the incorporation of data through ontologies
to construct knowledge graphs on the subject. This struc-
tural approach ensures a more uniform and comparable rep-
resentation of data across Latin American countries, akin to
platforms exemplified by Hyvönen [2020]. By centralizing
and organizing this information, the formulation of new poli-
cies and initiatives can be more streamlined, grounded in
the identified issues highlighted by the data. The project
proposal focuses on the participation of three neighboring
South American countries: Brazil, Bolivia, and Peru, which
have considerably different levels of development andwhose
groups have already been discussing these challenges [Guz-
man et al., 2020]. The project is composed of teachers, re-
searchers, and students with various backgrounds, including
Computing, Economics, Psychology, Pedagogy, Mathemat-
ics, Knowledge Management, Social Sciences, and Admin-
istration, all with interests in research on women in STEM.
The project spans a three-year execution period (2022-

2024). The primary emphasis during the first and second
years involves data acquisition, platform design, and supple-
mentary activities such as workshops and seminars to stimu-
late discussions about the concepts that should be incorpo-
rated into the platform [Maciel et al., 2023]. In the third
year, the platform will be accessible via a website, enabling
direct interaction with the data on the site or through end-
point connections to facilitate the development of external
applications utilizing the constructed knowledge graph.

3https://ellas.ufmt.br/

Thus, the objective of this article is to present the strate-
gies adopted for the process of data collection and curation
from various sources, whether structured or not, until mak-
ing them open in a knowledge graph and available on the
proposed platform. We also present the architecture in order
to support the explanation of the involved processes and their
focused user groups. This article is an extended and revised
version of the paper by Berardi et al. [2023], which presented
more broadly the strategies adopted for the development of
the open data platform in STEM. From a methodological
standpoint, the research follows a descriptive exploratory ap-
proach [Gil, 2008].

2 The Importance of Data
The utilization of statistical data is essential, and in Brazil,
certain data sources are consistently and openly accessible.
One example comes from the SBC4 (Brazilian Computing
Society) which annually publishes a report with data from
Brazilian university computing courses, with the data col-
lected from the “Instituto Nacional de Estudos e Pesquisas
Educacionais Anísio Teixeira” (INEP). INEP’s data encom-
passes various courses, and this compilation by the SBC is
a report focused on computing. Despite its usefulness, it is
released in an unstructured format (PDF), which makes anal-
ysis difficult.
In the context of Latin America, it’s worth noting data

collection practices in Peru and Bolivia, where the circum-
stances vary. In Peru, the Ministry of Education (MINEDU)
issues reports in an unstructured format, specifically in PDF,
with intervals between versions extending beyond a year (re-
fer to Torres Manrique and Miñan Sánchez [2021] for ex-
ample). The data originates from the Higher Education In-
formation Collection System (SIRIES), possessing current
information that is not openly accessible and requires spe-
cific requests for data provision to interested parties. The
SIRIES data source includes fields such as the number of en-
rollments by public and/or private university, gender, area
of knowledge, year, among others [MINEDU and DIGESU,
2023]. Moreover, MINEDU provides data about some initia-
tives, which is the case of “Niñas Talento Digital” and “200
Chicas STEM del bicentenario”. However, the most com-
mon way to find initiatives is through social media, such as
Facebook and Instagram, which is the preferred method to
spread news and information about the initiatives, which is
the case for: “AgileGirls-Peru”, “Clubes de Ciencia Perú”,
“mujeresit”, “Teens in AI Peru” and others.

In Bolivia, statistical data related to the Bolivian univer-
sity system are provided by the Bolivian University Exec-
utive Committee5. This is the central body that coordinates
and programs the goals and functions of the Bolivian Univer-
sity System, representing it through planning, organizing, ex-
ecution, and management actions, recognized in the Organic
Statute and the General Regulations of the Bolivian Univer-
sity System. Although statistical data are made available,
they are not always accessible on their portal at the time of
writing this article. An example of this is the work developed

4https://www.sbc.org.br/
5https://ceub.edu.bo/
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by Branisa et al. [2021], in which the authors had to collect
data through interviews and focus groups to explore the is-
sue of the low number of women in Information Technology
in Bolivia. Although the statistical data is concentrated by a
single committee, data about initiatives is scattered through-
out the web. Most of them utilize social media to organize
and spread their news and information, themost popular ones
are Facebook and Instagram, some example of initiatives that
utilize social media are: “Tremenda Bolivia”, “Derechoteca”
and “Asociación Femenina de Ingeniería Bolivia”. In rare
cases, some initiatives create their own websites, which is
the case of: “EnerGEA STEM” and “Tecnonautas”.
In a narrower context, it is worth noting studies such as that

conducted by Nunes et al. [2020], which underscore the ne-
cessity for open data concerning fundamental aspects to com-
prehend the actual circumstances of computing graduates.
The authors, in their pursuit of insights into the employment
landscape and the experiences of graduates in the Amazon
region, found themselves obliged to devise their own ques-
tionnaires and independently analyze the data—operating in
an essentially unconnected manner, without integration into
a more structured initiative.
Another illustrative case demonstrating this need is exem-

plified by the work of de Mello et al. [2021], which indepen-
dently collected data on the activities of projects in the south-
ern region, associated with the PMD. The value of acquiring
such data in a structured, organized, and openly accessible
format extends beyond the confines of a single region.
Similarly, Gindri et al. [2021] and Pereira et al. [2022] en-

countered the necessity to gather data from social networks,
the list of PMD projects, and/or websites, underscoring the
ongoing need for more streamlined and open approaches to
data collection.
These situations illustrate the challenge of collecting, pro-

cessing, and structurally storing data on women in STEM,
especially in an open format. Although initiatives exist, it is
essential that this be a structured and organized movement
to avoid creating information silos that do not contribute
to a broader understanding of the issue and cannot support
decision-making in this field. However, this is a complex
task that requires theoretical, methodological, and technolog-
ical efforts.

3 Concepts involved in the platform
construction

Given the project’s application context, the platform is un-
der development with a foundation based on Semantic Web
technologies. This choice is driven by several factors: (i) en-
abling the integration of data from diverse sources and coun-
tries in a standardized manner to accommodate cultural vari-
ations in understanding data within the domain, (ii) facilitat-
ing the publication of data on the web for potential future
integrations with other data in the Linked Open Data Cloud
(LOD), and (iii) ensuring effective support for data provision
in multiple languages (English, Portuguese, and Spanish).
Therefore, the key concepts discussed in this section in-

clude (i) open data, emphasizing the availability of data in an
open format along with comprehensive documentation and

provenance, adhering to licensing considerations for both
publication and consumption of data, and (ii) knowledge
graphs formed through ontology engineering techniques,
aiming to seamlessly integrate the gathered data.

3.1 Open data
According to the Open Definition, open data is ”data that
can be freely accessed, used, modified, and shared by any-
one for any purpose.” There are also 3 fundamental standards
for data to be considered open data: (i) they must be pos-
sible to obtain via the Internet in a convenient and modifi-
able form, (ii) they must be distributed under terms that per-
mit free reuse, and (iii) they must be accessible to anyone
without discrimination [Isotani and Bittencourt, 2015]. In
Brazil, Law No. 12,527 of November 18, 2011, deals with
the opening of public data for access and use by any indi-
vidual, which brings more transparency to data of interest
to society [Brazil., 2011]. In Peru, Legislative Decree No.
1412 of September 13, 2018 approves the Digital Govern-
ment Law, where open data is also understood as a form of
transparency without violating personal rights. Bolivia does
not yet have established laws on open access to information,
despite being present in other documents such as Supreme
Decree No. 27329, of January 31, 2004, which states that
access to information must be guaranteed to the population.
According to Tim Berners-Lee, the creator of the web and

the Linked Open Data (LOD) initiative, a five-star scheme
was suggested that qualifies how open data is, and more than
that, how connectable it is [Berners-Lee, 2006]. Connected
data encompasses a set of techniques for structuring and inte-
grating data on the web, which allows consumption by both
humans and machines through a specific language, bringing
greater scalability to the use of the web of data [Isotani and
Bittencourt, 2015]. According to LOD, the more connected
data is, the higher its quality and the more information and
knowledge can be retrieved. When data is available on the
web in some format, even if unstructured, it is classified with
one star. When the data is available on the web in a structured
form, even if using a proprietary format (like Microsoft Ex-
cel), it is classified as two stars. When data is available on
the web, in a structured and open format (for example, CSV),
this data is considered three stars. When data is available on
the web in the form of triples (knowledge graph structure),
even without links to other graphs, it is considered four stars.
Finally, when data is available on the web in the form of
triples and connected with other knowledge graphs, it is con-
sidered five stars. At this highest stage, the data is considered
connected open data (or Linked Open Data).
There is a set of best practices for the publication and con-

nection of data; these are essential for the data to be auto-
matically used by software agents [Isotani and Bittencourt,
2015]. The ELLAS network platform adheres to these best
practices and aims to be classified as five stars, according to
Berners-Lee’s scheme.

3.2 Knowledge Graphs
Knowledge graphs are data structures that adhere to the
RDF/OWL format (Resource Description Framework/Web
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Figure 1. Example of an RDF graph [Isotani and Bittencourt, 2015]

Ontology Language), representing information in triples to
express relationships between data. In Figure 1, for instance,
the connection between ”The Mona Lisa” and ”Leonardo da
Vinci” is explicitly articulated through the relation ”was cre-
ated by,” forming what is referred to as a triple. Unlike mere
storage structures like databases, knowledge graphs are de-
signed with consideration for the meaning that data holds
within a specific domain, encapsulating the semantics of the
data.
A knowledge graph seamlessly combines the definition of

data through ontological models, outlining the data schema,
with the instances of these definitions – the actual data.
The incorporation of ontological modeling brings the advan-
tage of applying logic to infer new relationships between
data based on explicit relationships. This is made possible
through inference engines capable of discovering and adding
new triples to the knowledge graph [Fensel et al., 2020].
Ontology is originally a field of study in philosophy that

encompasses the nature of being, existence, and reality itself.
In computing, the definition of ontology is the formal repre-
sentation of the concepts within a domain [Noy et al., 2001].
Ontologies define a particular domain through classes, prop-
erties, and restrictions. The classes serve to describe the set
of objects within the domain, properties are the relations be-
tween classes and data, and restrictions are responsible for
the logical part. Graphically, these elements can be identified
because a knowledge graph is a directed graph, composed of
vertices and edges, where the vertices represent classes and
the edges represent the relations.

3.2.1 Ontology Engineering

The development of ontologies is a widely discussed subject
where various authors propose certain sets of steps; some in-
clude automated processes, others semi-automated, and there
are also authors who argue that the creation of an ontology is
an essentially human process involving ontologists (individ-
uals with technical knowledge of computational languages)
and domain experts (individuals with domain knowledge, but
not necessarily with technical know-how in modeling ontolo-
gies) [Noy et al., 2001]. Following this last approach, it can
be pointed out that the creation of ontologies is an iterative
process based on two steps: (i) creation of the ontology (ii)

review and refinement. The following steps adhere to the
”Ontology 101” development process by Noy et al. [2001].

The first step in developing an ontology is domain analy-
sis, through which the necessary terms for constructing the
ontology’s vocabulary are identified. There are several meth-
ods for domain analysis, but two stand out: literature analy-
sis, which uses technical texts to extract terms, and the in-
volvement of domain experts, where the experts define the
terms [Smiraglia, 2015]. The analysis does not need to be
carried out exclusively by just onemethod. In the case ofHip-
polyte et al. [2018], both literature analysis and the involve-
ment of domain experts were the methods used for analysis.
This mix of methods provides flexibility in domain analysis,
and the choices made by the ontologist should be based on
the resources available.
In the process of modeling, it becomes imperative to estab-

lish the classes and properties that will constitute the ontol-
ogy. This commences with the compilation of a list compris-
ing the most pivotal terms within the domain, effectively rep-
resenting the core concepts in that specific domain. Within
this modeling endeavor, the success of the ontology hinges
on the collaborative efforts of two key roles: the ontologist
and the domain expert. The ontologist bears the respon-
sibility of transforming these identified terms into classes
and properties that govern the relationships between classes.
Meanwhile, the domain expert plays a crucial role in generat-
ing the list of terms and scrutinizing the defined classes and
properties. Additionally, the domain expert is tasked with de-
termining the key questions within the domain that the model
should be proficient in answering, often referred to as com-
petency questions.
With all classes and properties created, data instantiation is

necessary, in other words, the addition of data to the ontology.
The result of this step is the knowledge graph, which contains
the ontology and the instantiated data. For processing the
data present in the knowledge graph, it is necessary to store
it in a tool designed to work with data structured in the form
of triples, a Triplestore. These are responsible not only for
storing but also for enabling access to these data, and for this
purpose, the SPARQL (SPARQL Protocol and RDF Query
Language) query language is used, a programming language
that uses the concept of triples to search for data.
In other words, to make data open, it is necessary to create

an entire work method aimed at publishing high-quality open
data in a format suitable for consumption by both software
agents and humans [Rodrigues and Maciel, 2022]. Consider-
ing the application of these concepts, the architecture of the
platform was developed, described below.

4 The architecture of the platform
Figure 2 illustrates the data architecture designed by the
ELLAS research network, divided into three main groups,
considering different processes and users (from bottom up):
Data Sources, Processing Layer, and Application Layer.
Data Sources: This group represents the data in original

formats (without any manipulation), which will be collected
for insertion into the knowledge graph. The origin of the data
is classified into two categories: primary and secondary data
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Figure 2. General Platform Architecture

sources. In this project, primary data refers to data collected
from bibliographic sources, social networks, and through a
survey created specifically for this purpose; secondary data
are collected from sources of open structured data available
on websites like UNESCO and INEP. The users involved
in this group are the internal teams of the ELLAS research
network, strategically formed, detailed in Section 5.1. The
Triplestore will be the database responsible for storing and
retrieving data through SPARQL queries. The data sources
are used in the data collection process described in the next
group.
Processing Layer: This category encompasses tasks asso-

ciated with processing and transforming data, initiating with
the collection of both structured and unstructured data, and
advancing through the creation of ontologies and instantia-
tion of data. Pipelines, which automate these procedures and
incorporate the data into the knowledge graph through tripli-
fication actions, are implemented in this layer. The orches-
tration of these pipelines is conducted utilizing the Pentaho
tool. Users within this group comprise platform developers
affiliated with the ELLAS network team, encompassing on-
tology developers and application developers.
Application Layer: This category involves the query in-

terface primarily crafted for policymakers, decision-makers,
STEM researchers, gender researchers, and other pertinent
profiles. Moreover, within this layer, querying through an
API (SPARQL endpoint) will be accessible for web applica-
tions that may be developed by external parties.
While the architecture depicts actions related to the data

collection process within a singular processing box, in prac-
tice, a distinct pipeline is executed based on the type of data
source (primary or secondary data). Further details on these

Figure 3. Overview of the platform construction (author’s own)

processes are elaborated in Section 5.1.

5 Strategies for the data extraction
and curation process

This section is divided into 5 subsections that provide more
details on the strategies for the data extraction and curation
process, from data collection to ontology creation, knowl-
edge graph development, platform development, and data
maintenance. Figure 3 provides a macro-level illustration of
the pipeline, with details explained in the following sections.

5.1 Data collection
Data collection is an essential step in creating the knowledge
graph, and each type of data source (primary or secondary)
has its own data collection methods tailored to their charac-
teristics and complexities. See below.

5.1.1 Primary data

Acknowledging that the majority of data concerning women
in STEM remains predominantly within the academic do-
main and is often presented in an unstructured format (PDF)
across various publication sources, it became imperative to
devise a methodology. This methodology aims to facilitate
the comprehensive collection of information about women in
STEM, with a particular emphasis on prevailing policies, ini-
tiatives, and factors influencing their presence in these fields.
Moreover, the methodology is designed to mitigate biases
in interpreting the significance of data extracted from bibli-
ographic articles. To achieve this, strategic teams character-
ized by diversity in gender, age, cultural background (linked
to the country), and field of expertise were established to con-
duct the collection process.
The team responsible for collecting and curating primary

data consists of researchers who work on the topic of gen-
der equality in STEM in the different countries involved in
the project. They are responsible for obtaining data on three
topics related to the presence of women in STEM fields: fac-
tors that impact the choice and retention in the field, initia-
tives developed in the form of projects, and existing policies
aimed at mitigating the low representation of women in these
areas, this division can be seen in the data extraction layer
shown in Figure 4. According to the ontology engineering
methodologies discussed in Section 3.2.1, teammembers are
referred to as Domain Experts because they have the ability
to search for data and identify its relevance in the subject.
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Figure 4. Methodology for collecting primary data

With the division of teams, each one was responsible for con-
ducting a systematic literature review (SLR) [Kitchenham,
2004], in which the team not only analyzed scientific articles
but also grey literature Kitchenham [2004]. The SLR defines
organized and systematic steps for reading articles with well-
defined criteria for sources and inclusion of articles in the
corpus. The goal is that through SLRs, data described in the
articles are extracted and structured in spreadsheets, which
are used in subsequent processing by the Processing Layer
of the architecture to model the integration ontology.
The curation process during and after data collection is

characterized by internal review within the teams, where
each member reviews the data collected by their team mem-
bers, and any inconsistencies in interpretation are discussed
internally. There must be consensus on the interpretation of
the data being collected, and the interpretations used should
be recorded. This methodological process reflects the col-
laborative and multicultural nature of the ELLAS network
platform. In this way, the chance of introducing bias into the
collected data is reduced.
The team assigned to the collection and structuring of data

on initiatives is responsible for identifying projects and pro-
grams aimed at enhancing the representation of women in
STEM. Their task involves documenting and analyzing both
successful and less successful initiatives.
Concurrently, the team in charge of gathering and structur-

ing data on factors endeavors to map the various elements
influencing the career development of women in STEM. It
is crucial to document factors that exert both positive and
negative influences on the career choices of female STEM
students, as noted by Ribeiro [2020].
Simultaneously, the team dedicated to structuring data on

existing policies is assigned the task of mapping policies and
interventions designed to narrow the gender gap.
All primary data is initially recorded in spreadsheets for

minimal structuring, forming the data structuring layer as
depicted in Figure 4. This includes definitions extracted
from articles, and provenance information from the articles
is meticulously collected and documented. At the conclusion
of the literature review, three CSV format spreadsheets are

generated, each corresponding to one of the three topics.
Subsequently, these spreadsheets undergo an additional

curation process led by the ontologist team. This phase in-
volves a thorough review of data characteristics, addressing
potential redundancies or contradictions that may have been
introduced. Curation discussions are integrated with both the
ontologist team and multicultural teams, and after reaching a
consensus, knowledge graphs are generated from the spread-
sheets, as illustrated in the ontology layer of Figure 4.
In addition to scientific articles, the data collection pro-

cess on social networks followed a similar dynamic to the
SLR, where information on social networks was manually
analyzed from multidisciplinary projects. These data are in-
cluded in the same spreadsheets generated by the SLR, fol-
lowing the same structure of information collected in scien-
tific articles, with a few changes, such as the inclusion of the
URL of the consulted social network.
In this scenario, the team overseeing initiative data deter-

mined the necessity for 36 columns for data description, and
a total of 250 data rows were incorporated. The public pol-
icy team specified 28 columns and identified 29 rows of data.
Meanwhile, the factors team outlined 58 columns and discov-
ered 170 data rows. The amalgamation of all this data, ex-
cluding provenance data, resulted in a total of 5,129 triples.
Beyond acquiring data on factors, initiatives, and public

policies through systematic literature review (SLR) and so-
cial networks, additional data is being collected in the do-
main of STEM Leadership. This involves a survey devised
by a team within the ELLAS network. The survey team for-
mulated a questionnaire grounded in literature and adhering
to best practices for survey development. This survey was
then analyzed by an Ethics Committee, which accepted the
proposed survey after some changes. The survey project and
protocol were submitted for consideration by specific ethics
committees in Brazil, Bolivia and Peru, with Brazil as the
coordinating center and receiving Certificate of Presentation
for Ethical Appreciation No. 66296922.6.0000.5690.
The purpose of applying this survey is to collect new data

not present in the analyzed literature and thus enhance data
on the scenario of women’s leadership in STEM in Latin
America. It is worth noting that its application is being car-
ried out on a large scale by companies contracted by the
project through a Support Foundation, with a focus on appli-
cation in universities and the job market for women in STEM
in Brazil, Peru, and Bolivia, which was concluded in all three
countries. Even though it was concluded, the data still hasn’t
beenmade available for the ELLAS network team by the con-
tractors, as of the time of writing. Despite the project’s focus
on women, the survey will also collect data from other gen-
ders to support comparative analyses.
The primary data collection processes are quite manual

for the reasons already explained. To ensure data quality,
the strategy of involving domain experts as much as possible
was adopted to cover the understanding of the subject. Since
there was no knownmodeling of this domain that could assist
in extracting these data with quality, this approach was cho-
sen. In the ELLAS team, several people with the mentioned
diversities were involved in carrying out this activity.
As of the time of writing, the first round of systematic lit-

erature reviews was concluded. Which resulted in 3 spread-
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sheets with data from public policies, initiatives and factors
that influence the presence of women in STEM. A new round
of SLRs is planned for 2024 which will update the spread-
sheets with the data from papers published in 2023. They
will also be updated with new data originated from the re-
view of grey literature. So far 24 new sources of data were
found and are being analyzed. The estimated time to finish
both of these updates is the end of 2024.

5.1.2 Secondary data

In addition to the data obtained from literature, there is poten-
tial information that may not explicitly address the involve-
ment of women in STEM but can indirectly contribute, such
as gender-related statistics in higher education. This type of
data, known as secondary data, is being gathered through
open data portals like INEP/SBC and GO-SPIN (an obser-
vatory featuring science and technology data supported by
UNESCO).
To obtain secondary data for each platform, another team

of master’s and undergraduate students from the ELLASNet-
work team was assigned. Various data sources will be ana-
lyzed, and their data will be inserted into the ELLAS Net-
work platform. Unlike the manual characteristic of the pri-
mary data collection process, the process for secondary data
is through automated pipelines. This is possible because it
involves data that already has some structure on the web and
does not depend on human interpretation, such as reading
bibliographic texts. To facilitate understanding, the process
of analyzing and inserting data from two data sources is ex-
emplified below.
The first one was the data source provided by INEP6,

which contains data about the higher education courses of-
fered in Brazil. In this data source, it is possible to check
the number of male and female students entering and grad-
uating from a certain course offered at a university. This
data source is extensive due to the number of universities in
Brazil and because it contains data for an entire year. It is
necessary to make a ”cut” in the amount of data since the
data source contains all courses from all universities. How-
ever, the platform’s scope is data related to STEM courses,
so unrelated courses should be removed. A pipeline is also
being developed with Pentaho and Python for the constant
update of the knowledge graph whenever new data is made
available. Some issues have already been detected for the
update since a new data source is released every year, and
changes in file standards may occur.
The second data source is supplied by UNESCO and in-

cludes information on initiatives across different countries.
In this particular instance, two specific data sourceswere cho-
sen: the GO-SPIN7 data source and the Core Data Portal8.
Similar to the data source provided by INEP, the UNESCO
data source serves as a portal for data collection with filters.
Defining filters is necessary to gather data within the ELLAS
scope. Only data concerning initiatives that seek to encour-
age women’s participation in STEM fields and are located
in Brazil, Bolivia, or Peru will be incorporated. Presently,

6https://www.gov.br/inep/pt-br/acesso-a-informacao/dados-abertos
7https://gospin.unesco.org/frontend/home/index.php
8https://core.unesco.org/en/home

these data sources have limited information within the Latin
American context. An automated update pipeline is also in
progress to apply filters and automatically collect data for
future updates.
Since these data sources have data from various years the

ELLAS team had to decide the starting year for the data
collection. For INEP’s data the starting year is 2009, UN-
ESCO’s Core Data Portal is 2005 and GO-SPIN is 2022.
Once gathered and organized, the ontology can be devel-

oped, and the data instantiated, thereby creating the knowl-
edge graph.
As of the time of writing, the data from INEP, Core Data

Portal and GO-SPIN have been gathered and inserted into
the knowledge graph. In 2024 more data sources are being
analyzed and are going to be integrated into the knowledge
graph. So far 8 new sources are being analyzed, 4 from Peru
and 4 from Bolivia, the estimated time for the conclusion of
the analysis and integration is the end of 2024.

5.2 Ontology creation
For the creation of the ontology, methodological steps of the
aforementioned Ontology Engineering are considered. The
chosen method for domain analysis was a combination of
literature analysis and involvement of domain experts. The
systematic review process conducted on primary data corre-
sponds to the literature analysis step, where various terms
related to each topic were identified. Domain experts were
responsible for selecting and including the terms found in
the literature analysis. It is expected that with the expertise
of the experts, the selected terms will be more coherent with
reality.
For the modeling and construction of the ontology, a team

of experts is responsible for analyzing the spreadsheets gen-
erated from the collection of primary and secondary data and
creating an ontology for each of them. For each spreadsheet,
there is a process of ontology creation, validation, and mod-
eling in collaboration with the teams that collected the data
(domain experts). If a problem is identified, the ontologywill
need to be modified, and the review process will be repeated.
This cycle continues until the results are satisfactory.
After the creation of the ontologies, a search for vocab-

ularies to describe the classes and properties present in the
ontologies will be conducted, as it is a good practice to reuse
domain terms. Finally, the integration of all ontologies with
their respective data will generate the knowledge graph about
women in STEM. To validate whether the ontologies are cor-
rectly representing the data, competence questions defined
by domain experts were used. These questions are relevant
and are what the platform is expected to help answer, a full
list of all the competence questions can be found here9. Ex-
amples of some defined competence questions are:

• Which/How many initiatives are carried out <in a given
country>?

• What types of gender policies/processes/practices have
been implemented in Bolivia, Brazil and Peru since <a
given year>

9https://docs.google.com/document/d/1ncDpha6rnUnb3x-P-
H1LMDpuOmBR9qgITjFXx9W5TB4/edit?usp=sharing
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• What are the contextual factors that impact Posi-
tively/Negatively <on a given impact> in <a given coun-
try>?

Since the ontology creation process is cyclical, it will be
adjusted as needed based on new data sources, whether they
are primary or secondary.
The terms related to the ontology for the three topics pre-

sented in the primary data have already been defined and
added to the ontology. However, this is not the final version,
as the spreadsheets are still undergoing data quality curation,
which may require changes to the ontology.
Providing an overview of the initial version of the ontol-

ogy generated from the structuring of the data, the following
structure is in place:

• Ontology entities related to Public Policies: 3 classes, 5
subclasses, 2 object properties, and 10 data properties.

• Ontology entities related to factors influencing women
in STEM: 2 classes, 1 subclass, 1 object property, and 6
data properties.

• Ontology entities related to Initiatives: 5 classes, 16 sub-
classes, 4 object properties, and 19 data properties.

As a means of ontology validation, the literature suggests
using the answers to competency questions. To that end, it
has been tested that with this initial version of the ontology, it
is already possible to answer the competency questions pre-
sented earlier. It’s worth noting that the entities related to
survey data have not yet been created because the survey is
still ongoing.

5.3 Knowledge Graph Creation
The construction of the graph takes place as the ontological
model is populated with both primary and secondary data
extracted from spreadsheets. Consequently, an RDF-format
file containing all the triples is generated, and this file is then
inserted into a Triplestore for data consumption. Notably,
this mapping is dynamic, meaning it is employed to generate
new graphs as the data undergoes updates.
The mapping process adheres to a CSV-format spread-

sheet, where the strategy assumes that the column names
serve as variables for instantiating the data within those
columns. This mapping involves creating triples using the
columns from the spreadsheet and the ontology terms. Figure
5 provides an example of a triple generated in the OntoRefine
program. In this instance, the ”COUNTRY” column serves
as the subject of the triple, the predicate is the property ”A,”
and the object is the class ”Country” as defined in the ELLAS
ontology, forming the information that the column contain-
ing countries are instantiated as the concept country of the
ontology ellas.
For example, if the multidisciplinary teams state that a pol-

icy should have its name, country of application, and authors,
then the classes Policy, PolicyName, PolicyCountry and Pol-
icyCreator are created in the model. Then, using the On-
toRefine software, a mapping is created indicating that the
instance of the Policy class is found in the ”policy name” col-
umn of the CSV, for example, and so on, an example can be
seen in Figure 5.

The mapping is completed once all the columns in the
spreadsheet and all the ontology terms have been used in a
triple. It’s worth noting that a column or ontology term can
be used multiple times to follow the logic created in the on-
tology. In the end, the knowledge graph for that spreadsheet
is expected as a result of the entire process, which should be
repeated for all available spreadsheets. This is a part of the
triplification process in the Processing Layer of this paper’s
architecture.
In order to validate the created graph the SPARQL lan-

guage was used to answer the competence questions pre-
sented in Section 5.2. Some of these were selected for the
creation of charts and tables which are presented in the se-
quence.The chosen questions were:

• Which/How many initiatives are carried out <in a given
country>? Where the chosen counties were Brazil, Peru
and Bolivia, the resulting chart can be seen in Figure 6.

• What types of gender policies/processes/practices have
been implemented in Bolivia, Brazil and Peru since <a
given year>Where the chosen year was 2015, the result-
ing table can be seen in Table 1.

• What are the contextual factors that impact Posi-
tively/Negatively <on a given impact> in <a given coun-
try>? Where the chosen impact was “Increase female
representation”, the impact was positive and the coun-
tries selected were all from Latin America, the resulting
table can be seen in Table 2.

From this point onwards, the data is structured, open, and
made available in the knowledge graph.

5.4 The Platform
With a back-end based on ontologies, the platform will pro-
vide integrated data from projects, initiatives, and actions car-
ried out in some Latin American countries, as well as statis-
tical data from open sources such as the INEP data source
and research such as the project’s own survey, and data from
well known portals such as UNESCO’s GO-SPIN and Core
Data Portal. This integration will facilitate gender research,
as having centralized data makes the process of searching for
information much easier.
One of the project team’s considerations pertained to the

potential complexity introduced by the use of ontologies, as
it might necessitate prior subject knowledge, potentially im-
peding platform usage. In response, the design and func-
tionality of the website will prioritize a user-centered ap-
proach, emphasizing usability, communicability, and acces-
sibility. The goal is to explore and implement techniques
for human-computer interaction and human-data interaction,
thereby eliminating the necessity for users to possess specific
knowledge of SPARQL. For this purpose, researchers in the
field of Human-Computer Interaction are part of the project
team for the platform.
In order to facilitate the utilization of the platform’s data

as input for visualization applications by other systems,
the SPARQL endpoint for the Triplestore will be provided.
This functionality enables connections with other knowledge
graphs.
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Figure 5. Example of triples in the mapping

Table 1. Types of gender policies since 2015.

Types Amount
Assessing the gap of women’s participation in STEM 4

Zero tolerance for sexual harassment and violence at the workplace 1
Attracting women’s participation in STEM fields 8

Support Women’s Career Growth 2
Retention/empowerment during STEM training 1
Identifying Women’s Participation in STEM 2

Improving awareness about importance of participation of women in STEM 1
Providing financial support for female students in STEM 1

Mentoring programs for young women (meet women engineers, etc) 1
Gender quota (ensure women’s participation) 1

Mentoring programs for young women 1

Table 2. Contextual factors that positively impact the female representationt.

Contextual Factor Amount
Respectable and comfortable environments 1

University administration support 1
Successful pathways through alumni 1
Mentoring and connecting with alumni 1

Mentoring 1
Role models 4

Projects and activities in school 1

Figure 6. Amount of initiatives per country)

5.5 Data Maintenance

The project platform, in addition to providing access to infor-
mation, will also offer the functionality to add new primary
data when a new project, initiative, or policy, is created. This
way, the platform will stay up-to-date and relevant for use in
new gender-related STEM research. To achieve this goal, the
semantic mapping created in the knowledge graph creation
process, along with a script, will automate these functions
to transform new primary data into a graph and then insert
it into the project’s Triplestore. There will also be a quality
control process for new data following techniques such as
those developed by Bertucini et al. [2023]. The technique
consists of defining quality dimensions to be checked every
time new data is inserted into the knowledge graph, using

the SHACL10 (Shapes Constraint Language) language and
Python.
For secondary data, especially open data sources that are

frequently updated, a pipeline will be developed to automate
the data updates. This pipeline will fetch the data sources as
soon as they are updated, process the data to fit the project’s
scope, transform them into RDF format using semantic map-
ping, and finally insert the graph into the Triplestore. One
limitation of this process is that the data is made available by
third parties, and if they decide to stop publishing their data
there wont be any new updates in the ELLAS platform. at
least when it comes to secondary data.

6 Final considerations
In Latin America and the Caribbean, there is a notable un-
derrepresentation of women in STEM fields, impacting tech-
nological development directly. Efforts to involve women
in STEM are often undertaken through initiatives, policies,
and actions. However, information about these endeavors
lacks centralization, posing challenges for analysis and the
development of more effective strategies. Furthermore, open
data concerning women in leadership roles also suffers from
decentralization and a lack of structured formats, hindering
reusability.
To tackle these issues, the ELLAS research network and

its project were established. The primary goal is to address

10https://www.w3.org/TR/shacl/#references
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the decentralization and lack of structure in data related to
factors, initiatives, and policies promoting gender equality
in STEM. The project also aims to provide open statistical
data on women in STEM fields in Brazil, Peru, and Bolivia.
Although the project is still in progress, the overarching ob-
jective is to create a Semantic Web-based platform facilitat-
ing the distribution and connection of this data. The platform
will feature a knowledge graph describing and consolidating
data to ease research in the field.
The project has 3 phases divided into 3 years. The first

phase was conducted in 2022 and it was the formal initiation
of the project. The focus on this phase was to convene a wide
array of stakeholders, which encompasses policymakers, aca-
demic institutions, local and governmental representatives,
as well as civil society initiatives; in this phase a training
was also conducted to instruct the domain experts on ontol-
ogy and knowledge graphs. The second phasewas conducted
in 2023 and the focus was on the collection and structuring
of the primary and secondary data, as well as the develop-
ment of the ontology and knowledge graph. The third phase
is currently being conducted in 2024 and has the focus of
updating the data, the development of the platform and the
dissemination of the platform to the stakeholders.
This article presents the platform’s architecture concisely,

focusing on the collection and curation of primary and sec-
ondary data from literature and existing sources. Carefully
adopted strategies mitigate potential biases in the data col-
lection process. Additionally, preliminary results on data
collection are shared. Challenges such as the multicultural
team composition, diverse expertise across knowledge areas,
and heterogeneity in data vocabularies are addressed through
ontology modeling.
Future work is required, especially for documenting the

entire data collection and transformation process in greater
detail, including information about data collection from so-
cial networks and via surveys. In this way, ELLAS will not
only be offering a platform and its data but also the entire
methodology and decisions made by the group of researchers
to achieve its goal. It is believed that this will be an impor-
tant step in the initiative to open and publish data related to
this topic, which can be further enhanced even after the con-
clusion of ELLAS network activities
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