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Abstract: With the growth of the digital games market, the occurrence of bugs in games has a significant impact and
generates dissatisfaction among users. Therefore, conducting tests is necessary to avoid these events and ensure the
quality of the distributed product. Among the tests that are performed in games, one that is particularly effective in
identifying bugs from the user’s perspective is exploratory testing, but this is little covered in game testing literature,
not providing new testers with guides or paths to be used for specific occasions. This paper reports an experience
of applying exploratory testing strategies in 2D and 3D platform games. We selected seven well-known strategies
of exploratory testing and conducted a study that involved the definition of a game testing procedure and proper
adaptations for the games under test. By applying the game testing procedure, several bugs with low, medium and
high severity were uncovered. The lessons learned and routines carried out in this study can be used by new testers
in games of the same category, in an attempt to obtain better results.
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1 Introduction

In recent years, the global digital gaming market has shown
a trend of steady growth. This multi-billion dollar industry
yielded an estimated revenue of approximately $180.3 bil-
lion in 2021 [Chueca et al., 2024], and it is expected to reach
$363.19 billion by 2027 [Clement, 2023]. Throughout the
years, this thriving industry has continually adapted to the
changing preferences of gamers by introducing a wide array
of game genres (e.g., racing, fighting, and adventure games):
each decade is marked by the introduction of entirely new
subgenres (e.g., souls-like and walking simulators). Among
the plethora of genres available, the platform genre is notably
recognized as one of the most familiar to gamers. Platform
games are characterized by the primary objective of navigat-
ing a character from point A to point B, overcoming various
obstacles along the way. A quintessential example of this
genre isMario, which has amassed approximately $32.4 bil-
lion in revenue since its inception in 1983 [Dias, 2021]. Cur-
rently, games of this genre surpass millions of downloads,
with Fall Guys being a widely recognized title, reaching 11
million downloads on the computer platform within merely
four months of its release [Woods, 2020].
As mentioned, the video game industry has attained re-

markable levels of profitability. Nonetheless, to sustain
this growth trajectory, it is imperative for the industry to
offer games that are free from issues, thereby highlight-
ing the significance of delivering a seamless gaming expe-
rience [Xavier et al., 2023]. A notable example highlight-
ing the consequences of game-related issues is evident in
the case of Cyberpunk 2077, which, despite achieving the

record for themost significant digital launch ever [Bankhurst,
2021], with 10.2 million digital copies sold, faced numerous
challenges upon release. These were followed by numerous
post-launch challenges including a range of issues related
to performance and gameplay mechanics. The dissatisfac-
tion voiced by players, coupled with the game’s initial ad-
verse reception, resulted in approximately 9% of consumers
requesting refunds for their purchases [Demartini, 2021]. As
pointed out by CD Projekt Red CEO and co-founder Marcin
Iwiński, many of the issues could have been avoided if test-
ing activities had been carried out properly [Politowski et al.,
2021a]. The game industry is becoming more complicated
and dynamic, as demonstrated by the cautionary case of Cy-
berpunk 2077 [Schultz et al., 2005], which emphasizes the
pressing need for the broad adoption of systematic testing
procedures. It is worth noting, however, that game testing is
different from traditional software testing, both in terms of
the number of steps involved [Redavid and Farid, 2011; Poli-
towski et al., 2021a,b] and the priorities it emphasizes during
execution. Specifically, in hopes of ensuring that the product
attains a level of quality considered satisfactory for meeting
consumer expectations, game developers typically prioritize
the testing of functionalities. Consequently, more technical
facets of testing activities are seen as an afterthought [Kasuri-
nen and Smolander, 2014].
Over the course of testing video games, manual tests1 are

utilized to verify user logic (i.e., behaviors and decision-
making patterns that players exhibit while interacting with
the game) and their adaptations and responses to commands

1Manual tests are tests crafted and performed manually by a human
tester without the use of automated scripts.
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and environments. Manual testing is widely adopted in game
development, since test automation is challenging due to
code highly-coupled with the user interface, wide state space
to explore, and non-determinism [Murphy-Hill et al., 2014].
A more systematic approach to conducting manual testing
sessions is Exploratory Testing (ET) (Whittaker; Bach; Itko-
nen). Specifically, ET is focused on conducting a series of
undocumented testing sessions to identify issues. In this ap-
proach, ET seeks to leverage the expertise and creativity of
testers, thereby enabling a more comprehensive examination
of the system under test (SUT) [Hendrickson, 2013]. Ad-
ditionally, the knowledge acquired in previous ET sessions
can be leveraged to enhance the exploration in subsequent
sessions. Therefore, ET is a goal-focused, streamlined ap-
proach to testing that keeps testers engaged throughout the
testing process. Given these benefits, we hypothesized that
ET can be employed to uncover problems in video games.
This paper presents an experience report on the use of ET

to uncover problems in platform digital games. To this end,
five games representing the platform category were chosen,
and ET sessions were conducted to create a routine for testers
to use while testing games of the same category. We con-
ducted an in-depth review of the principles and concepts of
ET to better come up with test cases and perform ET sessions
properly. Additionally, all ET sessions were recorded to pro-
vide more details and allow for future reference and learning.
Another contribution derived from our investigation encom-
passes a set of strategies that can be followed while conduct-
ing ET sessions for 2D and 3D platform digital games. We
also report on an analysis of the severity and the number of
bugs (i.e., faults) encountered upon applying these strategies
to the aforementioned platform games.
In this journal version, we augment our initial conference

paper [Duarte et al., 2023] in the following ways: (i) our
sample has been expanded by including three additional plat-
form games, thereby extending the original corpus from two
to five games; (ii) based on the results obtained from the
expanded sample and the feedback received during the con-
ference, we have provided a more detailed account of our
lessons learned and introduced specific guidelines tailored
to each exploratory testing strategy.
The remainder of this paper is organized as follows. Sec-

tion 2 gives an overview of key concepts essential for com-
prehending our study, emphasizing definitions related to plat-
form games. Section 3 summarizes related work on ET. Sec-
tion 4 outlines the study setup we used to probe into the ef-
fectiveness of ET at uncovering problems in platform games.
Section 5 describes the analysis of the results, Section 6 dis-
cusses threats to validity, and lessons learned are presented
in Section 7. Section 8 presents concluding remarks and sum-
marizes future work.

2 Background
Assuming that games constitute formal, rule-based systems
characterized by a diversity of consequences and outcomes
that are contingent upon values influenced by player effort
[Juul, 2003], it becomes imperative for a game to demon-
strate exemplary gameplay to be deemed engaging. Playabil-

ity, as delineated by Al-Azawi et al. [2013], encapsulates the
challenges encountered by the player (gameplay), the seam-
less functioning of the game, and the evolution of both char-
acter and storyline.
Another aspect related to player engagement is the quality

of the game. Aleem et al. [2016] posit that only good games
can keep players interested, and the quality of a game can be
evaluated through its sound design, graphical fidelity, and
the robustness of its compiled code.
As previously noted, games are categorized into genres,

and it is not uncommon for them to straddle multiple gen-
res when they amalgamate elements from distinct categories.
Novak [2017] posits that the definition of a game genre
can incorporate a confluence of elements, including theme,
setting, interface, perspective, and gameplay strategies. In
addition to these elements, gameplay often influences the
classification of a title, as the storyline and challenges it
presents play a pivotal role in shaping the player’s emotional
response.
In platform games, the player controls a character who de-

feats enemies or avoids obstacles [Minkkinen, 2016] to reach
their goal, which is to go from point A to point B. Figure 1
shows “It Takes Two”, a cooperative platform game, where
some of the aforementioned elements can be observed: (1)
the characters controlled by the players, (2) the enemies, (3)
the obstacles to be navigated, and (4) the end goal.

Figure 1. It Takes Two, an example of 3D platform game. Marks (1) are
the characters controlled by the players, (2) the enemies, (3) the obstacles
to be navigated, and (4) the end goal. Adapted from Eletronic Arts Inc.

[2021].

During the early arcade era, there existed a direct financial
incentive to challenge players extensively, as the difficulty of
games often translated into increased revenue from repeated
attempts. Although this practice has become less prevalent
in the modern gaming landscape, many video games nowa-
days still feature extensive and challenging levels. In such
instances, bugs that prevent level progression or undermine
gameplay can be exceedingly frustrating for players. To ad-
dress this issue, as reported by Politowski et al. [2021a], the
predominant strategy for identifying and eliminating bugs is
manual gameplay testing (i.e., an end-to-end testing process
also known as play-testing). Given that automating play-
testing sessions is difficult [Lovreto et al., 2018], we surmise
that relying on a more systematic approach to manual test-
ing can be more effective in terms of uncovering problems:
specifically, we believe that ET can be seamlessly integrated
into the testing process of video games, enabling developers
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to establish more systematic and repeatable testing sessions.
These sessions can emphasize not only the player-centered
aspects of the game but also its technical aspects, thereby en-
hancing the overall quality and playability of the game. Con-
sidering our proposed ET-centric approach to testing plat-
form games, the developer’s testing effort is now driven by
strategies that are employed during ET sessions. Further-
more, since play-testing demands skill and creativity and
thus cannot be broken down in a series of repetitive tasks, the
ETworkflow in this context also enables the capitalization on
human expertise during play-testing. This approach ensures
that the unique insights and innovative strategies of testers
are fully leveraged to enhance the testing process. Bearing
this in consideration, we devised an ET-based approach to
conduct play-testing sessions from the player’s perspective.

3 Related Work
Kaner et al. [1999] posit that testing is directly related to soft-
ware quality. The authors also define software testing as the
process of seeking errors and assert that, regardless of the
planning, time, people, and resources invested, it is not pos-
sible to test a software completely.
When tests are performed without the use of scripts, they

are classified as ET, where the tester can test the SUT in any
way they want and generate documentation while conducting
the tests [Whittaker, 2009]. However, the expected results
rely heavily on the creativity and knowledge of the tester,
which may lead to inefficiencies in the absence of sufficient
experience. As defined by Bach [2003], ET is the process
of learning, designing, and executing tests simultaneously,
hence ET sessions leverage the knowledge acquired from
each session to enhance subsequent ones, thereby establish-
ing a continuous improvement cycle (as shown in Figure 2).
The author defines specific situations in which ET should be
employed, such as quickly learning about the product, pro-
viding rapid feedback, conducting tests with vague instruc-
tions, relying on the user manual, investigating and isolating
faults or issues.

Figure 2. ET cycle [Copche et al., 2021].

According to Iftikhar et al. [2015], ET is labor-intensive,
lacks scalability, and requires a substantial investment of
time and resources. Nevertheless, ET excels when used to
validate the user’s perspective, which is an important factor
in game testing.

The management and control of ET can be achieved
through the technique of Session-Based Testing (SBT) [Lyn-
dsay and Eeden, 2003]. This technique involves planning,
managing, and tracking the progress of tests in sessions last-
ing up to a maximum of 12 hours, being its composition a
charter, time limited sessions, results, and questions, with no
requirement to detail the techniques or strategies to be used
during the sessions [Itkonen, 2011].
Whittaker [2009] proposes several strategies for effi-

ciently conducting ET sessions. These strategies have in-
spired numerous authors. In the context of our study, we
chose the same seven strategies selected by Micallef et al.
[2016] in their study:

1. Tour Bus Strategy: the tester takes a “tour” of the sys-
tem, stopping at any feature as desired for a short period
of time and then returning to the main route. Similarly
to a guided tour in a city, the hallmark of this exploration
strategy is stopping at places of interest (i.e., important
features).

2. Exploratory Smoke Testing: the tester randomly
checks if the system’s features are functioning properly,
without following a pattern or rules.

3. Crime Spree Tour: the tester focuses on a specific fea-
ture or neighborhood with the intention of breaking it
(i.e., uncovering problems). For example, the tester
might try to break a number range field, filling it out
with letters or large numbers.

4. Garbage Collectors Tour: the tester selects an objec-
tive, finds the fastest way to accomplish it, performs
tests, and moves on to the next objective. Similarly to
a garbage collector, traveling between neighborhoods
and stopping at each house.

5. Back Alley Tour - The tester focuses on exploring the
less frequently used features of the system. It is the op-
posite of a guided tour, where popular places would be
visited.

6. User Interface Exploration: the tester learns by ex-
ploring the user interface, understanding the functional-
ities of different parts of the interface, and testing their
behaviors.

7. Bad Neighborhood Tour: the tester examines the
“neighboring” features of where a bug was found, aim-
ing to uncover other problems. This strategy is founded
upon the analogy drawn from a neighborhood that
tourists should avoid due to its proximity to a troubled
area.

Manual testing and, in particular ET, has an important role
in Game Software Engineering. Kasurinen and Smolander
[2014] interviewed 27 professionals from seven game de-
velopment companies and observed that they chose for ex-
ploratory and usability testing during the testing phase, fo-
cusing on internal mechanics, balance rules, and user expe-
rience. The authors also affirm that these companies have
resources to conduct technical tests, but they prioritize the
improvement of the mentioned aspects.
In another study, Politowski et al. [2021b] conducted an

analysis of 200 post-mortems2 and listed the top 10 issues in
2A post-mortem is a document that presents an analysis of successes,
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the game industry, suggesting testing as a solution for those
related to fun, complexity, and design vision. The authors
assert that in game testing, the tester has the role of evaluat-
ing gameplay mechanics, identifying and reproducing issues.
They also state that the techniques used for game testing are
mainly manual, allowing the tester to learn about the game
while performing the tests.

Schultz et al. [2005] state that almost all tests performed
on games are black-box tests, where the testing is conducted
without access or knowledge of the source code. In such
cases, tests are executed based on inputs provided by the
tester and the corresponding outputs received, creating a
loop, as depicted in Figure 3. The authors also define an im-
portant structure that should be followed when conducting
tests in games:

1. Pre-production: the testing planning document begins.
2. Kickoff : it addresses critical issues related to the soft-

ware, serving to improve quality and test execution.
3. Alpha: testing is initiated, and all game modules should

be tested. However, at this stage, the game is not yet
fully finalized, so tests are conducted in a limited way.

4. Beta: testers can play without the restrictions imposed
in the Alpha phase, and the tests conducted prioritize
game refinement, addressing bugs that were not identi-
fied in the previous stages and new bugs discovered.

5. Gold: all test suites are executed again on what is con-
sidered the final version of the game, delaying the re-
lease in case any bugs are found.

6. Release: the released game is tested, and any bugs un-
covered at this stage are discussed and, if necessary,
slated for fixing.

7. Post-Release: the identified bugs are resolved through
patches or updates. However, when this occurs, the en-
tire bug list must be reviewed, and the changes should
be tested for compatibility with the game and previous
updates.

Figure 3. Player’s input and game output loop.
Adapted from Schultz et al. [2005].

While manual testing is still the de facto approach for
gameplay testing, automated solutions have been proposed
in the literature. Iftikhar et al. [2015] propose an automated
testing strategy for games where a state machine is used to
generate and execute tests automatically. The authors ac-
knowledge that there is an investment of time and resources
in developing these test models. However, they assert that
once ready, the generation and execution of automated tests
save the effort required by manual testing.
Artificial Intelligence (AI)methods have also been applied

in test automation. For instance, Sriram [2019] developed
an artificial intelligence to perform automated testing in 2D

failures and lessons learned in a project.

platform games. Among the limitations encountered by the
author, it is stated that the created agent does not follow paths
similar to those of a human tester, presenting the lack of a hu-
man perspective in the testing process. The author also men-
tions the limitation of the number of mechanics to be tested
by the agent, as it was unable to keep up with the variety of
mechanics presented by 2D platform games.
So far, we did not find any study related to manual and ex-

ploratory testing of video games in the Journal on Interactive
Systems.

4 Study Setup
ET has been widely used in practice and has a vast literature
about its adoption in traditional software, yet little is known
about its applicability to digital games. To shed some light
on this subject, we undertook a study to evaluate the applica-
bility of ET in the context of digital games. Thus, we set out
to answer the following research question (RQ):

• How applicable are the ET strategies to digital games?

To address this RQ, we investigated two key aspects: (i)
how a subset of established strategies for ET can be applied,
and (ii) whether or not they are capable of helping game
testers to uncover bugs. Additionally, we share the lessons
learned that have the potential to enhance the future integra-
tion of ET in digital games.

4.1 Games Under Test
We chose to explore platform games first to establish a foun-
dational understanding of ET strategies within an important
game genre. We conducted our study with both 2D and 3D
platform games. Despite beloging to the same genre, 2D
and 3D games can differ greatly, prompting us to investigate
whether any adaptations are necessary. It is important to note
that considering other genres would require reevaluating and
adjusting the strategies used in this study. Generalizing the
test procedure to other genres is a subject for future studies.
We selected five games for this study: Little Spy – v1.0.6

(Game 1), released in 2021; Diver Down – v1.2 (Game 2),
released in 2018; Tiny Crate – v11.2022 (Game 3), released
in 2021; Portal – v12.2014 (Game 4), released in 2007; and
its sequel Portal 2 – v01.2022 (Game 5), released in 2011.
They are briefly described next.

Game 1, Game 2, and Game 3 belong to the 2D platform
genre and are available in the itch.io3 platform. These in-
die games are available as open source projects at GitHub
and have been developed using the Godot open source en-
gine [Godot, 2024].
In Game 1, players control a spy air-dropped into enemy

territory to collect as many intelligence items as possible;
then, they should return to the helicopter within a specified
time frame [Winpress, 2024]. Figure 4 depicts a level from
Game 1 where the player (1) navigates platforms, collects
items (2), avoids enemies (3), and reaches the helicopter (4).

3https://itch.io
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Figure 4. Level example of Game 1. Mark (1) is the player, (2) an item,
(3) an enemy, and (4) the helicopter.

Game 2 allows players to dive onto solids and use this abil-
ity to progress through stages, while avoiding lights [Escada
Games, 2024]. Figure 5 illustrates a level of Game 2, where
the player (1) can dive onto the solid surface in front of him
(2), needs to avoid the lights (3), and proceeds to the door
(4).

Figure 5. Level example of Game 2. Mark (1) is the player, (2) a solid
surface, (3) the lights, and (4) the exit door.

In Game 3, players must lift and toss crates to create
platforms, enabling them to reach higher ground [Harmony
Honey, 2024]. Figure 6 shows a Game 3 level where the
player (1) is lifting a crate (2), those crate can be moved
around and help him to reach the end of the level (3).

Figure 6. Level example of Game 3. Mark (1) is the player, (2) a crate,
and (3) the end of the level.

Game 4 and Game 5, developed by the video game devel-
oper and publisher Valve Corporation, fit into the 3D plat-
form genre and incorporate elements from diverse genres in-
cluding action, adventure, and puzzle-solving [Valve Corpo-
ration, 2023b,a]. In these games, the player is a test subject
who must progress through levels known as test chambers,

either by pressing buttons or avoiding contact with enemies.
To accomplish this, the player is provided with a portal gun
capable of shooting two interconnected portals. Upon enter-
ing one portal, the player or any object emerges from the
other portal.
There are graphical and gameplay differences between

Game 4 andGame 5, primarily due to the time frame between
their releases. Figure 7 depicts a level from Game 4, high-
lighting some key elements: (1) the portal gun, (2) a portal
created by the player, (3) the button that needs to be pressed
to complete the level, (4) the object used by the player to
press the button and move on, and (5) the door indicating the
level exit.

Figure 7. Level example of Game 4. Mark (1) is the portal gun, (2) a
portal created by the player, (3) a button, (4) an object used to press the

button, and (5) a door opened by the button. Adapted from Valve
Corporation [2023b].

Figure 8 shows a level fromGame 5, where other elements
are presented: (1) an enemy that shoots when the player is
spotted, (2) a new liquid mechanic that causes different ef-
fects on surfaces and objects it touches, (3) one of the portals
placed by the player, (4) a new mechanic of a “gravity tube”
that moves the player or objects in the indicated direction,
(5) a surface that allows the player to place a portal, and (6)
a surface that does accept portals.

Figure 8. Level example of Game 5. Mark (1) is an enemy, (2) a new
liquid mechanic, (3) a portal placed by the player, (4) a new mechanic of a
“gravity tube”, (5) a surface that allows the player to place a portal, and (6)

a surface that does accept portals. Adapted from Valve Corporation
[2023a].

We selected these games for several reasons. In settling
for Games 1, 2 and 3, we aimed to select 2D platform games
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crafted by indie developers or studios, specifically those
available as open source projects. These games are charac-
terized by their non-trivial nature and showcase a diverse set
of mechanics. The level progression increases in difficulty
as the player advances, contributing to their complexity. Our
search for games meeting these criteria lead us to itch.io. We
targeted indie games because our study about ET strategies
would particularly help them. Finally, opting for open source
games enhances the potential for future studies, as we have
more control and access to the underlying code.
For Games 4 and 5, our aim was to include complex

3D games, well-known in their genre and in the game mar-
ket, and developed by a reputable company. We consid-
ered complex games the non-trivial ones, where there are
many game elements and mechanics, lengthy phases, well-
designed largemaps, interactions with enemies or non-player
characters (NPCs), soundtrack, and meticulously polished
graphics. Testing this kind of games poses some challenges,
and we anticipated they would yield valuable insights and
lessons. They are also mature games, released some years
ago, and have received various updates.
We envisaged that positive results for the selected games

would motivate further studies about applying ET to digital
games. Conversely, negative results would show major lim-
itations of ET strategies, given the widespread availability
and popularity of 2D/3D platform games among players.

4.2 Game Testing Procedure
This section outlines the procedure elaborated to apply ET to
the five selected games.

Single Session Gameplay: Initially, the game under test
was played through in a single test session without time con-
straints or predefined strategies. To accomodate the potential
for an extended duration, we allowed interruptions so that the
game was saved and resumed after a break. This session al-
lowed for the tester to grasp the mechanics of the game, eas-
ing the preparation for subsequent test sessions and providing
unrestricted access to all game levels. Despite the absence of
predetermined timeframes and strategies in this session, the
tester actively sought out and documented bugs as they were
encountered. This test session bears some resemblance to
ad hoc tests performed by play-testers. This particular test
session was termed Single Session Gameplay.

Application of ET strategies: Due to time constraints and
potential adaptations required, we decided to employ a sub-
set of ET strategies proposed by Whittaker [2009]. In a pior
empirical study on ET by Micallef et al. [2016], seven of the
Whittaker’s strategies were selected and analyzed; we found
these seven strategies suitable for game testing as well. Con-
sequently, we used these strategies used in our study: Tour
Bus Strategy, Exploratory Smoke Testing, Crime Spree Tour,
Garbage Collectors Tour, Back Alley Tour, User Interface
Exploration, and Bad Neighborhood Tour (see Section 3).
We then examined the strategies and how they may be ap-
plied to the game, with a focus on assessing the quantity and
duration of test sessions for each strategy. Additionally, we

undertook adaptations in the strategies for the game’s con-
text.
In Tour Bus Strategy, the “main route” refers to complet-

ing the game level, while objects, map elements, or alterna-
tive options serve as “features”. In Back Alley Tour, alterna-
tive routes for level completion were categorized as “rarely
used elements”, along with specific features like console
or less displayed options to players. Strategies Exploratory
Smoke Testing, Crime Spree Tour, and Garbage Collectors
Tour were employed following their definitions without any
adaptations.
For these five strategies, namely Tour Bus Strategy, Ex-

ploratory Smoke Testing, Back Alley Tour, Crime Spree
Tour, and Garbage Collectors Tour, we defined an uninter-
rupted test session lasting x minutes, focusing on exploring
a single game level. The timespan of x minutes was deter-
mined based on the experience in the Single Session Game-
play. Subsequently, we randomly selected six levels of the
game and applied each strategy to these levels within the
specified timespan. Due to the limited number and brevity
of levels in Game 1, we considered all its levels as a single
one. Table 1 summarizes the settings defined for the five
games.

Table 1. Settings for the five ET strategies (i.e., Tour Bus,
Exploratory Smoke, Back Alley, Crime Spree and Garbage

Collectors.).
Game Session Time Selected Levels
Game 1 5min All 6 levels in one session
Game 2 3 min Level 1, Level 4, Level 8, Level 14,

Level 18, Level 19
Game 3 7 min Level 3, Level 12, Level 18, Level 23,

Level 24, Level 27
Game 4 10 min Chambers 4-7, Chambers 10-12, Cham-

ber 13, Chamber 14, Chamber 17, Cham-
ber 19

Game 5 10 min Chapter 2, Chapter 3, Chapter 4, Chap-
ter 6, Chapter 7, Chapter 8

For the User Interface Exploration strategy, we chose to
focus on Graphical User Interface (GUI) elements akin to
those found in conventional software, such as menus and in-
put fields. This strategy, however, was not applied to Games
1 and 2 due to the absence of such GUI elements in these
games. In the case of Game 3, we defined a 10-minute test
session, whereas 15-minute test sessions were utilized for
Games 4 and 5.
The last strategy applied was Bad Neighborhood Tour.

Each bug detected so far in the game was examined, and
the tester analyzed whether there is a “bad neighborhood”
around it to be explored or not. To do so, the tester assessed
the surrounding area and deliberated on potential issues re-
lated to the bug. For each bug exhibiting a potential “bad
neighborhood”, the tester conducted a test session, allowing
sufficient time for exploration without a time limit.

Operational details: During the test sessions, the testers
were instructed to avoid performing actions that could lead
to previously-detected bugs; this guideline aimed to save ses-
sion time to test other features of the game. The test sessions
for Games 1-3 were performed in a computer AMD Ryzen
7 5800x 3.8GHz 16GB RAM AMD Radeon RX 6600 8GB
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with Windows 11, while Games 4 and 5 were executed in a
computer AMD Ryzen 5 1600 3.2GHz 16GB RAM Nvidia
GTX 1070 6GBwithWindows 11. We opted for two authors
to participate as testers so that we could gauge deeper insights
about the intrinsic steps of using ET in games. It is worth not-
ing that, prior to this study, neither of them had played any of
the five games under test. Both authors have experience with
software engineering and testing, and are well-versed in play-
ing games. All test sessions were captured via screen record-
ing using OBS Studio [OBS Project, 2022], encompassing
video and audio of the testers. We used the recordings for
further analyses, including test session evidence, checking
potential issues, and confirming bugs.
When a bug was discovered during the tests, the tester

logged it in a spreadsheet and correlated it with the session
recording. Each bug is assigned an ID, and in the case of re-
curring bugs, the ID from the first occurrence was also used
in subsequent instances. All bugs were classified based on
their severity, determined by the extent to which they bother
or disrupt the player’s experience. If the bug is minor and
would be likely overlooked by the player, we classified it
as low severity. If the bug pertains to rendering issues or
malfunctioning of game elements, we classified it asmedium
severity. In instances where a bug significantly disrupts the
player immersion, violating the game’s rules, leading them
to get stuck or hindering the progression in the game, we
classified it as high severity.

5 Analysis of Results
This section analyzes the results obtained from the 152 test
sessions (totalingmore than 25 hours), in which the ET strate-
gies were applied to the five games selected. Overall, 111
bugs were reported, being 105 unique bugs (some bugs were
found twice). The main findings and the answer to the RQ
are highlighted as framed rectangles throughout the section.
Table 2 gives an overview of the main results. For each

ET strategy, it shows per game the number of test sessions,
the time invested, and the number of bugs reported. Game 1
had 8 test sessions totalling around 50 minutes, and 10 bugs
were reported. Game 2 had 33 sessions which took almost
two hours, and 14 bugs were identified (12 bugs are unique).
Game 3 had 34 sessionswhich took approximately four hours
and a half, and 10 bugs were reported (8 bugs are unique).
Game 4 had 40 test sessions totalling almost eight hours, and
42 bugs were reported (41 bugs are unique). Game 5 had 37
test sessions which took around ten hours and a half, and 35
bugs were reported (34 bugs are unique).
Initially, the Single Session Gameplay (row 3 in Table 2)

helped to find 12 bugs (2 in Game 1, 2 in Game 2, 1 in
Game 3, 2 in Game 4, and 5 in Game 5), over an approximate
period of 7 hours and 35 minutes. As seen in Table 2, the du-
ration of each session progressively increases from Game 1
(0:09:17) to Game 5 (4:36:47). Notably, the Game 5 session
took more than twice the time invested in Game 4, due to
Game 5’s greater length and complexity. This part helped
to comprehend the game mechanics and unlock access to all
game levels.
Concerning Tour Bus Strategy, Exploratory Smoke Test-

ing, Crime Spree Tour, Garbage Collectors Tour, and Back
Alley Tour (shown in rows 4-8 of Table 2), each one of them
was applied, in variable time sessions, to six game levels,
except for Game 1 in which one level was considered (see
Table 1). In Game 1, each of these strategies was applied
in one session with around five minutes. For Games 2-5,
each strategy was performed in six test sessions, and the total
elapsed time was from approximately 18 minutes for Game 2
to around one hour for Games 4 and 5, which can be seen in
Table 2. The five strategies were applied directly or with mi-
nor adaptations (see subsection 4.2) and collectively helped
to uncover bugs across all games: 6 bugs in Game 1, 10 bugs
in Game 2, 7 bugs in Game 3, 28 bugs in Game 4, and 25 bugs
in Game 5.

Finding 1: Five out of the seven ET strategies could be
applied to test the games with minor adaptations.

The User Interface Exploration strategy was applied in
three games (row 9 of Table 2): a 10-minute session for
Game 3 and two 15-minute sessions for Games 4 and 5.
Specifically, these test sessions targeted UI elements that are
close to traditional software. We found two bugs in Game 3,
eight bugs in Game 4, and four bugs in Game 5.

Finding 2: For games that have static menus, strategy
User Interface Exploration was set up within only one
test session and helped to reveal bugs related to tradi-
tional UI elements.

Finally, all bugs found so far (8 bugs in Game 1, 12 bugs
in Game 2, 10 bugs in Game 3, 38 bugs in Game 4, and 34
bugs in Game 5) were evaluated for potential “bad neighbor-
hood”. For Game 1, two sessions with no time limit were
conducted to explore the neighborhood of two bugs. This
same configuration was replicated for Games 2 and 3. For
Game 4, eight sessions without a time limit were carried out
to investigate the surroundings of eight bugs, and for Game 5,
five sessions (involving four bugs) were conducted. Apply-
ing the Bad Neighborhood Tour strategy (row 10 of Table 2)
in Game 1 for 14minutes supported the discovery of two new
bugs; two bugs in 7 minutes for Game 2; for a total of almost
43 minutes helped to reveal four new bugs in Game 4; and in
around half an hour, one new bug in Game 5. The strategy
did not help to uncover new bugs in Game 3.

Finding 3: Strategy ‘Bad Neighborhood Tour’ was run
at the end using the bugs previously uncovered; it re-
quired an assessment step to reason about the existence
of a potential bad neighborhood. It helped to reveal new
bugs in four out of five games and clarify doubts related
to the previously found bugs.

Overall, Exploratory Smoke Testing resulted in the highest
number of bugs for Games 1, 3 and 4, while Tour Bus Strat-
egy helped to find the highest number of bugs for Game 2,
and Garbage Collectors Tour for Game 5. In Game 1, Single
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Table 2. Overview of the main results.
Game 1 Game 2 Game 3 Game 4 Game 5

Strategy Sessions Time Bugs Sessions Time Bugs Sessions Time Bugs Sessions Time Bugs Sessions Time Bugs
Single Session Gameplay 1 0:09:17 2 1 0:16:42 2 1 0:42:01 1 1 1:50:33 2 1 4:36:47 5

Tour Bus Strategy 1 0:06:37 1 6 0:18:19 6 6 0:42:00 2 6 1:02:08 2 6 1:02:04 5
Exploratory Smoke Testing 1 0:05:10 2 6 0:18:45 2 6 0:42:57 3 6 1:01:24 10 6 1:00:38 4

Crime Spree Tour 1 0:04:57 1 6 0:18:28 0 6 0:42:50 0 6 1:02:09 7 6 1:02:59 2
Garbage Collectors Tour 1 0:04:45 0 6 0:18:08 0 6 0:42:45 1 6 0:59:29 5 6 1:01:07 9

Back Alley Tour 1 0:04:59 2 6 0:17:31 2 6 0:42:00 1 6 0:59:44 4 6 1:03:34 5
User Interface Exploration - - - - - - 1 0:10:06 2 1 0:15:02 8 1 0:14:08 4
Bad Neighborhood Tour 2 0:14:16 2 2 0:07:10 2 2 0:07:45 0 8 0:42:50 4 5 0:27:42 1

Total 8 0:50:01 10 33 1:55:03 14 34 4:32:24 10 40 7:53:19 42 37 10:28:59 35

Session Gameplay, Back Alley Tour, and Bad Neighborhood
Tour are also among the top strategies. Notice that this anal-
ysis does not take into account the severity of bugs, or the
time spent in the sessions (pace); we revisit the results from
these perspectives next.
During the test sessions, bugs with low, medium and high

severity were found. In Game 4, a bug with low severity
is, e.g., when the player’s death is not properly notified. An
example of medium severity bug is the lack of a return-to-
main-menu option in the game. An example of high severity
bug is when interacting with the required object to complete
a task can make it to be stuck, preventing the player from
progressing further in the level.
Table 3 presents the number of bugs per severity detected,

for each strategy. Proportionally, there are more bugs with
medium severity: 1 bug for Game 1, 7 bugs for Game 2,
3 bugs for Game 3, 24 bugs for Game 4, and 19 bugs for
Game 5. Next are the bugs with high severity (Game 1: 6,
Game 2: 5, Game 3: 3, Game 4: 10, Game 5: 14), and the
fewest bugs detected were the ones classified with low sever-
ity (Game 1: 3, Game 2: 2, Game 3: 4, Game 4: 8, Game 5:
2).
Concerning Game 1, Back Alley Tour found the highest

number of high severity bugs, and Single Session Gameplay
helped to uncover the only bug with medium severity. As
for Game 2, Bad Neighborhood Tour and Tour Bus Strategy
uncovered more high severity bugs, Tour Bus also revealed
more medium severity bugs, and Back Alley Tour helped to
discover the only two bugs with low severity. In Game 3,
the three high severity bugs were uncovered by three differ-
ent strategies: Tour Bus Strategy, Exploratory Smoke Test-
ing, and Back Alley Tour; two out of three medium sever-
ity bugs were identified using User Interface Exploration,
and Exploratory Smoke Testing resulted in the highest num-
ber of low severity bugs. In Game 4, the strategies that re-
sulted in the highest number of bugs of low, medium, and
high severity were, User Interface Exploration, Exploratory
Smoke Testing, and Garbage Collectors Tour, respectively.
For Game 5, only Crime Spree Tour and Garbage Collectors
Tour helped to uncover low severity bugs, while Single Ses-
sion Gameplay, Tour Bus Strategy, and Garbage Collectors
Tour resulted in the highest number of medium severity bugs;
Garbage Collectors Tour helped to uncover more bugs with
high severity.

Finding 4: All strategies helped to uncover high sever-
ity bugs in at least two games, being Tour Bus Strategy,
Exploratory Smoke Testing, and Back Alley Tour capa-

ble of uncovering bugs in four of the five games. Re-
garding medium severity, Single Session Gameplay un-
covered bugs in all of the games, while User Interface
Exploration found bugs in the three games considered.
For low severity, Exploratory Smoke Testing helped to
identify bugs in three games.
Among the applied ET strategies, Tour Bus Strategy,

Garbage Collectors Tour, and Back Alley Tour are the
top strategy for more high severity bugs in two games.

From another perspective, we analyzed the performance of
each strategy by relating the number of bugs and the time in-
vested. Table 4 presents, per strategy and per game, the ratio
of bugs found per minute; it also separates the ratio per bug
severity. In general (column Total), Single Session Game-
play underperfomed in Games 3, 4 and 5, detecting around
0.02 bug per minute; Garbage Collector Tour had the worst
results in Games 1 and 2. On the other hand, User Interface
Exploration had the best performance when applicable, with
0.198 bugs/minute in Game 3, 0.532 in Game 4, and 0.282
in Game 5; Back Alley Tour was the best in Game 1 (0.400
bugs/minute), and Tour Bus Strategy in Game 2 (0.328).

Finding 5: When applicable, User Interface Exploration
helped to find more bugs using less session time, even
for medium and high severity bugs.

Notice that User Interface Exploration focuses on tradi-
tional UI elements and, as a consequence, targets a specific
class of bugs. So, we now take a look at the other strategies
that explore the gameplay. In Game 1, Exploratory Smoke
Testing and Back Alley Tour had the two best results overall
(column Total), but only Back Alley had by far the best per-
formance in high severity bugs. In Game 2, Tour Bus Strat-
egy had the best overall result, but Bad Neighborhood Tour
had the best performance in high severity bugs. In Game 3,
Exploratory Smoke Testing had the best overall best results,
and no strategy stood out for high severity bugs. In Game 4,
Exploratory Smoke Testing and Crime Spree Tour had the
overall best results (column Total), but were outperformed
byGarbage Collectors Tour in high severity bugs. In Game 5,
Garbage Collectors Tour and Tour Bus Strategy had the over-
all best results (column Total); Garbage Collectors Tour also
had the best performance in high severity bugs.
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Table 3. Bug severity by strategy.
Game 1 Game 2 Game 3 Game 4 Game 5

Strategy Low Medium High Low Medium High Low Medium High Low Medium High Low Medium High
Single Session Gameplay 0 1 1 0 2 0 0 1 0 1 1 0 0 4 1

Tour Bus Strategy 1 0 0 0 4 2 1 0 1 0 0 2 0 4 1
Exploratory Smoke Testing 1 0 1 0 1 1 2 0 1 1 9 0 0 2 2

Crime Spree Tour 0 0 1 0 0 0 0 0 0 1 4 2 1 0 1
Garbage Collectors Tour 0 0 0 0 0 0 1 0 0 0 2 3 1 4 4

Back Alley Tour 0 0 2 2 0 0 0 0 1 1 2 1 0 3 2
User Interface Exploration - - - - - - 0 2 0 4 2 2 0 2 2
Bad Neighborhood Tour 1 0 1 0 0 2 0 0 0 0 4 0 0 0 1

Total 3 1 6 2 7 5 4 3 3 8 24 10 2 19 14

Table 4. Ratio of the number of detected bugs per minute.
Game 1 Game 2 Game 3 Game 4 Game 5

Strategy Low Medium High Total Low Medium High Total Low Medium High Total Low Medium High Total Low Medium High Total
Single Session Gameplay 0.000 0.108 0.108 0.216 0.000 0.120 0.000 0.120 0.000 0.024 0.000 0.024 0.009 0.009 0.000 0.018 0.000 0.014 0.004 0.018

Tour Bus Strategy 0.151 0.000 0.000 0.151 0.000 0.219 0.109 0.328 0.024 0.000 0.024 0.048 0.000 0.000 0.032 0.032 0.000 0.064 0.016 0.080
Exploratory Smoke Testing 0.193 0.000 0.193 0.386 0.000 0.053 0.053 0.106 0.047 0.000 0.023 0.070 0.016 0.147 0.000 0.163 0.000 0.033 0.033 0.066

Crime Spree Tour 0.000 0.000 0.202 0.202 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.065 0.032 0.113 0.016 0.000 0.016 0.032
Garbage Collectors Tour 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.023 0.000 0.000 0.023 0.000 0.034 0.050 0.084 0.017 0.065 0.065 0.147

Back Alley Tour 0.000 0.000 0.400 0.400 0.114 0.000 0.000 0.114 0.000 0.000 0.024 0.024 0.017 0.033 0.017 0.067 0.000 0.047 0.032 0.079
User Interface Exploration - - - - - - - - 0.000 0.198 0.000 0.198 0.266 0.133 0.133 0.532 0.00 0.141 0.141 0.282
Bad Neighborhood Tour 0.070 0.000 0.070 0.140 0.000 0.000 0.280 0.280 0.000 0.000 0.000 0.000 0.000 0.093 0.000 0.093 0.000 0.000 0.036 0.036

Total 0.200 0.122 0.037 0.089 0.056

Finding 6: For strategies that explore the gameplay,
Back Alley Tour helped to uncover more bugs per
minute in Game 1, Tour Bus in Game 2, Exploratory
Smoke Testing in Games 3 and 4, and Garbage Collec-
tors Tour in Game 5. For high severity bugs, Tour Bus
Strategy, Garbage Collectors Tour, and Back Alley Tour
had the best performance in two games.

Although some ET strategies seem to shine in specific
perspectives or games under test, our impressions are that
all strategies contributed in some way for a more holistic
play-testing. For instance, Single Session Gameplay had the
longest test sessions and helped to find the a low number
of bugs per minute. Nevertheless, it had a pivotal role to
structure the testing procedure and support the acquisition of
knowledge required to apply other strategies. Another ex-
ample is User Interface Exploration that has the best ratio of
bugs per minute but targets a specific kind of bugs. So, other
strategies are important to explore the gameplay.

Answer to RQ: ET strategies can be applied to digital
games with proper planning, knowledgeable methodol-
ogy decisions, andminor adaptations. Overall, all strate-
gies helped the tester to uncover several bugs in three
indie and open source 2D platform games and two in-
dustrial 3D platform games.

6 Threats to Validity
There exist several 2D and 3D platform games with different
mechanics, making it impossible to encompass all these me-
chanics by testing only a few games. Therefore, we selected
five games: three are open source indie 2D games, while two
are closed source 3D games. The last two games are well
known titles from the same company, and were selected due
to their market recognition and being part of the same fran-
chise. We believe that the way we organize the sessions and

strategies can be applied to other games in the same category,
though further studies with different games are required to
provide more evidence about ET in this domain.
To achieve a better understanding and insights about ap-

plying ET to digital games, two authors performed the role
of tester, potentially introducing bias. This experience will
help to set up the next steps of the research, which involves
customization of ET strategies and other empirical studies.
Among them, it is of interest to evaluate how these ET strate-
gies benefit testers with different backgrounds and levels of
experience, as well as to scale up the study to include more
participants.
Our results suggest that ET strategies can be successfully

applied, helping testers to uncover several bugs. As our study
dealt with a limited context, the results herein presented can-
not be generalized. In the future, it is possible to replicate
this study with a larger number of testers and different games,
which may require adjustments to session duration and the
number of sessions conducted. As this implies in a great
variation of the context and scope, we surmise that different
results may be obtained.

7 Lessons Learned
Frequent motion sickness was noted during the tests of
Game 4, necessitating breaks between sessions for the
tester’s recovery. Upon researching forums and communi-
ties, these symptoms seemed to be widespread among play-
ers of Games 4 and 5, but more prevalent in Game 4. Sug-
gestions from these forums indicated that modifying certain
settings could help alleviate the issue, such as disabling the
“Motion Blur” and “Vertical Synchronization” options, and
adjusting the “Field of View” setting. This experience under-
scores that the test sessions may support the identification
of other issues related to the game, besides bugs. In a pre-
release stage, early feedback on potential motion sickness
could alert the developers to take some preventive measures.
While our study focused on already tested, and released

games, the testing procedure is anticipated to provide the best
return on investment in pre-release stages. On the other hand,
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if the proposed procedure helped to uncover several bugs in
such a scenario, it is expected to deliver promising outcomes
for games that have not undergone extensive testing.
Figure 9 shows a diagram that summarizes the steps we

performed; its goal is to assist game testers that want to apply
the testing procedure herein described. The diagram presents
the following steps: (1) the tester performs a Single Session
Gameplay, in which he completes the game with the objec-
tive of understanding the game mechanics and reason about
appropriate ways to organize the test sessions; (2) any bugs
encountered during this session should be recorded; (3) test
sessions are defined considering the ET strategies’ particu-
larities; (4) the test sessions are carried out; (5) any bugs
revealed are once again recorded; (6) the bugs found are as-
sessed with respect to the applicability of the Bad Neighbor-
hood Strategy; (7) new test sessions are defined for applica-
ble bugs; (8) the sessions are conducted; and (9) the bugs
uncovered are once again recorded.

Figure 9. Steps for conducting the ET testing procedure.

We suggest recording and narrating the test sessions to doc-
ument when bugs are revealed and to clarify any cases that
are unclear at first sight. For example, a reported bug may
be an inconsistent game behavior that was intentionally in-
troduced (an easter egg). Notice that our testing procedure
considered the characteristics of the game, as well as the re-
sources available. So, before commencing the tests, it is im-
portant to plan properly, make informed decisions, and per-
form some adaptations.
As for the tester profile, having knowledge of other games

and bugs could help the tester in determining what to search
for, expect and define during each test session. In this study,
the two testers are well-versed in playing games and have
software engineering and testing experience; we believe that
this profile helped in time spent learning the game and also in
test preparation and execution. Some games do not have an
easy way to navigate between levels, which can require the
tester to (re)play the game every time he changes strategy.
In practice, the game developer should provide means for
testers to have free access to levels, set up items, and even
remove some game rule; e.g., remove or increase the time
limit of a level so that the tester can explore it more freely.
The application of each ET strategy yielded valuable in-

sights that we deemed important for game testers when re-
producing it. These insights are described in the following
subsections.
Single Session Gameplay. In this part, the tester’s pri-

mary focus is to obtain a general understanding about the
game mechanics, controls, character abilities, scoring sys-
tem, enemies, and other features. Tutorials and help menus
may also aid in the process. To better allocate time and take
advantage of other strategies, the exploration cannot divert
from the main path as progressing to the game’s end. While
finding bugs is beneficial, the tester should avoid extensively
exploring specific locations, as this task can be undertaken
using other strategies. Finally, we recommend the tester
takes breaks during extended gaming sessions.
User Interface Exploration. For the tested games, we

opted for a single test session applying this strategy as the
menus and traditional UIs are mostly static. Nevertheless, it
may differ for other games, as the number of menus and other
UI elements (like inputs, buttons, comboboxes, etc) varies. It
is also important to consider if the game state has some influ-
ence on the UIs available to the players. Recommended fea-
tures for this testing strategy also include graphical settings,
keybinds, sounds, consoles, heads-up displays (HUD), and
status bars.
Garbage Collectors Tour. This strategy may draw some

inspiration from speedrunning, a gaming practice where the
player aims to achieve a specific goal in the game as quickly
as possible4. The goals extend beyond merely beating a level
or completing the entire game. For this strategy, the tester
should focus on her objective disregarding other parts of the
game, in a rapid way. By reasoning about means of being
faster, the explorationmay guide the discovery of unintended
behavior or bugs.
Tour Bus Strategy. This strategy shares some similari-

ties with completionist5, a gaming practice where the player
intends to complete the entire game while exploring it com-
prehensively by, for example, obtaining all achievements, or
doing all quests. Such a perspective may help to guide the
tour to stop not only in the main places of interest, but also
the secondary ones.
Back Alley Tour. In this strategy, the tester should focus

on less frequently utilized features from the player’s stand-
point. Some examples are hidden elements, developer op-
tions, and consoles. The completionist mindset may also of-
fer some insights, as the pursuit of game completion could
reveal concealed behavior to be tested.
Crime Spree Tour. This strategy aims to explore negative

scenarios around specific game features. The tester needs to
reason about potentially error-prone features and target them
to break the normal behavior of the game. For instance, the
tester could try to apply mechanics out of their established
context or bounds, or push the limits of certain features.
Exploratory Smoke Testing. This strategy should not fol-

low any guideline besides randomly explore features of the
game. In particular, we used it to answer “what if” questions
about game features; those questions came mostly from ob-
servations in previous test sessions.
Bad Neighborhood Tour. The neighborhood of a bug

may be the home of other bugs, this is an opportunity for
the game testers. For instance, if a bug regarding a specific
window size of a menu option is found, other menu options

4https://www.speedrun.com/support/learn/what-is-speedrunning
5https://ktswblog.net/2022/10/21/being-a-completionist-gamer
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could be explored to verify whether this bug could affect
the game in any other way. The concept of neighborhood is
also extended: elements of a bug can manifest or “teleport”
to different levels or contexts within the game. The tester
should explore if a faulty behavior can be partially replicated
in different states of the game. It is important, however, to
evaluate the bugs beforehand and assess if there is a logical
neighborhood to explore. Occasionally, this exploration has
already been conducted in previous test sessions.
We have some insights about the ordering of ET strategies

in games. By maintaining the Single Session Gameplay as
the initial step, the tester could consider to apply User In-
terface Exploration either before or after implementing the
other five strategies. Then, Bad Neighborhood Tour is em-
ployed after all other sessions have been completed.
Concerning the five strategies, we suggest beginning with

the Tour Bus, where the tester briefly explores various fea-
tures without delving deeply into any one. Subsequently,
Crime Spree Tour would be adopted to explore specific fea-
tures more deeply. Following this, Garbage Collectors Tour
is employed as the tester would be well-versed enough in the
game to achieve objectives as quickly as possible. At this
point, the tester is capable of recognizing the least used fea-
tures, making it the proper time to apply Back Alley Tour.
Lastly, considering that the tester is likely well-acquainted
with the game and tried different strategies, testing randomly
without following any pattern could yield good results (i.e.,
Exploratory Smoke Testing).

8 Concluding Remarks
Testing in games is crucial to ensure game quality and ET, a
well-known approach for traditional software, is a promising
approach to improving gameplay testing. However, there is a
lack of studies or guides addressing howET can be applied to
games. Therefore, this paper contributes to shed some light
on this topic by conducting a study that applied seven ET
strategies in three indie 2D platform games and two mature
and well-known 3D platform games. We reported our ap-
proach to setup the test sessions and to adapt the strategies
for the games’ domain. At the end, several bugs were re-
vealed with different levels of severity. Overall, the results
were positive, providing valuable insights for game testers
and motivating further investigations in the future.
The results pave the way for several future works. Further

empirical studies would help us to understand if similar re-
sults can be achieved with a broader range of testers, how
we can better structure the game testing procedure, which
other ET strategies may be applied, and the main challenges
faced by testers when applying ET. To make these findings
actionable for practitioners, we believe that strategies for ex-
ploratory game testing should be cataloged and made openly
available. Additionally, tool support would aid in managing
the testing process, including the definition of charters, selec-
tion of strategies, and the conduction of test sessions.
Building upon the results, we plan to experiment with ET

strategies within an indie game studio. Since these studios
usually have scarce resources for testing, they rely heavily on
manual play-testing, and may need to recruit inexperienced

testers or volunteers. We believe that our research would
particularly benefit the professionals involved in this context.
Providing training and guidelines about ET strategies could
enhance the effectiveness of manual video game testing and
lead to better outcomes.
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