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Abstract: Improving education through virtual reality is challenging due to the high costs of developing systems
and the lack of teacher engagement in project conception. This project introduces and evaluates a system that
enables teachers to create their own lessons in virtual reality without prior programming knowledge, addressing these
challenges. By integrating LearningManagement tools, Learning Analytics, andMulti-user Connection Servers, we
developed a system that allows multiple users to coexist in the same virtual environment and perform various tasks.
Our system also enables educators to evaluate students based on their behavior. In EduVR, teachers can configure
activities in advance and retrieve results. Heuristic evaluations of EduVR’s integrated environment design have
demonstrated its potential as a model for developing new educational platforms, setting a new standard for virtual
reality educational systems.
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1 Introduction

The technology used in teaching and learning has led to the
concept of technology-enhanced learning (TEL) [Kirkwood
and Price, 2014]. However, a technology discussion with a
user-centric approach provides a complete process view. Ac-
cording to Laurillard [2007], TEL is crucial to personalize
the teaching and learning processes, improving their quality
and effectiveness.
TEL-based systems require continuous user feedback.

Teachers need feedback to continuously improve their activ-
ities, while students need feedback to monitor their progress.
This feedback is a critical aspect of the effectiveness of tech-
nology in education. Most Educational Systems created in
Virtual Reality base their foundations on creating an environ-
ment where the student can be evaluated in gamified ways,
disregarding their interactions when grading. These systems
only evaluate a single user at the time, and the teacher does
not participate in the Virtual reality.
Therefore, we propose a novel architecture to evolve the

prior systems, integrating multi-user tactics for students and
tutors to interact concurrently with the environment. The pro-
posed systems estimate and analyze these interactions within
a personalized learning system developed in virtual reality.
Drawing upon theoretical concepts from Learning Analytics,

Human-Computer Interface, and Education, we envision a
multi-user interactive ecosystem, seamlessly integrating per-
sonalized learning and learning analysis.
By enhancing pedagogical aspects with technology, we

create a system that provides a collaborative learning experi-
ence, allowing educators to monitor students’ behavior and
personalize the content in an immersive environment.
Our proposed system explores part of the design recom-

mendation listed by Paulsen et al. [2024]. We integrate a
learning management system (LMS) into an immersive envi-
ronment and explore multiplayer features to provide collabo-
rative learning. We designed the proposed case study with a
stakeholder. We built a chemical lab for students’ spatial in-
teraction. Our architecture provides a log module to collect
students’ behavior and give its perspective to educators.
Our system is called EduVRCollab. Its functionalities em-

power educators to tailor the teaching environment according
to individual needs and to receive precise and concise eval-
uations of their students’ performance, irrespective of their
prior computing knowledge. blue Consequently, the primary
objective of this project is to introduce a new architecture for
evaluating users through organized interactions in a personal-
ized learning environment, leveraging the potential of virtual
reality technology for education.
This paper builds upon the work presented in Viol et al.
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Figure 1. System Architecture and Modules Integration Flow.

[2023], enhancing the original EduVR system with multi-
player tools that broaden the scope of tasks teachers can de-
sign to assess their students. Furthermore, we evaluated the
system using virtual reality heuristics with two authors and
Stakeholders. Additional experiments with end users are not
the focus of this paper. In future work, we plan to perform
user studies after getting approval from the local ethics board.
The paper contributions are:

• To develop an educational system in Virtual Reality
where teachers can create lessons without programming
knowledge.

• To develop a system in which the results of the interac-
tions among students and the lessons are captured and
translated into information data for the teachers.

• To improve the system into a collaborative environ-
ment where students and teachers can interact with each
other through voice and gestures to advance through the
lessons.

• To evaluate the designed usability through a heuristic
evaluation application to stakeholders, highlighting cru-
cial points on the VR environment.

• To discuss challenges in creating both multi-user and
educational systems.

The rest of this paper is organized as follows: Section 2
discusses theoretical references that guide this work and re-
lated works and how they connect to the proposed environ-
ment. Section 3 discusses stakeholders and functional and
nonfunctional system requirements and the system proposal.
Section 4 presents the techniques used to integrate multiuser
environments. Section 5 displays a study case developed as
a proof of concept for this application. Section 6 presents a
heuristic evaluation of platform design. We highlight mul-
tiuser constructions specific challenges and achievements in
Section 7. We discuss the lessons learned for constructing
educational systems through the design process in Section 8.
Finally, Section 9 presents the conclusion.

2 Theoretical References
This section assesses the main concepts within the context of
Active Learning and its assessment. It begins by discussing
the relationship between active methods and personalized
learning. We discuss technology integration into the educa-
tion system , and the importance of analyzing learning tech-
nologies and their challenges is concluded. Furthermore,we
present some important aspects of Social presence. Finally
we discuss the heuristics for virtual reality.

2.1 Active Learning
Comprehending the learning process is a complex task that
encompasses various approaches. In traditional teaching, for
example, the learning process revolves solely around the
teacher, as noted by Säljö [1979].
In this model, the teacher conveys all knowledge while

students passively receive it within the classroom limits. Its
knowledge transmission is one-sided-oriented, with students
depicted as passive roles. However, with the arrival of in-
formation globalization, students now have access to alter-
native means of acquiring previously restricted knowledge.
Consequently, teachers should revisit their roles. As students
can actively pursue knowledge, teachers must find new ways
to teach, assuming guidance in students’ pursuit of knowl-
edge. This student-centered teaching approach has given rise
to tools development that enables and directs students’ ex-
ploration [Crisol-Moya et al., 2020]. This methodology is
known as Active Learning.
This methodology lets teachers focus on each student’s in-

dividuality and identify learning differences. Personalized
learning involves adapting methods and instructional sys-
tems to meet the unique objectives of each student [Pane
et al., 2015]. It entails evaluating the student’s difficulties
and abilities, providing appropriate activities to fast-track
learning, and benefiting from the student’s strengths while
addressing weaknesses.
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Armbruster et al. [2009] describe how implementing a
student-centered pedagogy in a biology course enhances aca-
demic performance. Authors emphasize crucial elements
such as presenting course content in a new way, incorporat-
ing interactive learning activities and problem-solving tasks,
and fostering an environment centered on student learning.
Research on student-centered pedagogical approaches

consistently demonstrates that active learning methodolo-
gies lead to significant improvements in student performance
compared to traditional methods. In Science, Engineering,
and Mathematics courses, the adoption of active learning
strategies has been shown to increase the proportion of stu-
dents achieving top grades from 50% to 68%. Additionally,
these approaches have reduced the rate of errors in assess-
ments, with error rates dropping from 33.8% to 21.8% [Free-
man et al., 2014].

2.2 Enhancing Learning with Technology
Technology has emerged as a valuable asset in reshaping tra-
ditional teaching methods. It empowers teachers by offering
support in developing innovative educational tools that per-
sonalize knowledge for students and transcend the confines
of the conventional classroom. Simultaneously, it helps stu-
dents comprehend and retain concepts more effectively, giv-
ing them greater access to readily available, up-to-date con-
tent.
Technological device dissemination, such as computers,

mobile phones, 3D immersion equipment, and video games,
has significantly expanded educators’ range of teaching and
learning solutions. Here are some unique approaches by
Pathania et al. [2021]:

• E-learning: This online, self-learning platform allows
students to access educational materials from anywhere
and receive constant updates. Promote flexibility and
convenience in the learning process.

• Massive Open Online Courses (MOOCs): These open-
source platforms are valuable for students and teach-
ers, offering opportunities for professional develop-
ment. Although they provide publicly accessible infor-
mation, feedback and interaction with instructors can be
limited.

• Serious Games: These highly engaging tools captivate
users’ attention, bringing a sense of enjoyment and
transforming study into a pleasurable experience. How-
ever, teacher personalization can be challenging since
games are not easily adaptable.

• Augmented Reality (AR): AR visualizes virtual ele-
ments within a physical domain, enabling students to
interact with and observe the world through an AR de-
vice.

• Virtual Reality (VR): This immersive technology trans-
ports students to a new 3D world to experience en-
hanced immersion and engagement. It can sharpen
users’ attention, promote the same sensations of plea-
sure experienced in games, and offer regulated choices
for users.

Each of these possibilities comes with its compensations
and shortcomings. These activities generally promote per-

sonalization and student immersion and generate better cog-
nitive responses [Bakkes et al., 2012; Freitas et al., 2010].

2.3 Learning Analysis
A significant obstacle in utilizing technology for educational
purposes is effectively assessing the knowledge gained.
The role of educators evolves significantly as new teach-

ingmethods emerge. Teachers are now charged with compre-
hending students’ unique learning profiles through the use of
personalized learning technologies. This approach enables
them to create tailored learning paths that align with and
support each student’s individual objectives and goals.[Pane
et al., 2015].
In addition, the teacher must create the proposed activities

and define the scope of the learning topics. This feature en-
hances support for student development on the personalized
learning path. The parallel use of personalized learning also
makes the teacher responsible for setting the criteria to guide
students to the next step on their learning path.
In immersive learning, teachers play a crucial role in de-

signing and facilitating immersive experiences and activities
for students, tailoring the content to suit their developmental
needs. Just like traditional classrooms, teachers also require
feedback on the activities progress they develop. This feed-
back allows for re-assessment and future improvement of the
educational tools.
Developers have employed various Big Data techniques

to create an educational system called Learning Analytics
[Clow, 2013] to address this challenge of analysis. Learn-
ing Analytics involves analyzing, measuring, collecting, and
visualizing data related to the learning process, including in-
formation about students and the context in which one is en-
gaged [Lang et al., 2017]. It encompasses user experiences
and behaviors and assists in identifying and validating pro-
cesses. Furthermore, it supports practices based on evalu-
ating progress, motivation, attitudes, and user satisfaction.
[Mangaroska and Giannakos, 2018].
In their search for dynamic data collection solutions for

Learning Analytics, [Cooper, 2014], Ángel Serrano-Laguna
et al. [2017] developed an API for serious games that allows
educators to customize predefined actions. Their platform,
known as xAPI Profile, provides a method to implement
Learning Analytics within an application, enabling data col-
lection from user interactions. Tuparov et al. [2018] use this
platform to integrate a framework that focuses on the eval-
uation features. They evaluated how assessment activities,
peer assessment, and self-assessment could be implemented
on the Moodle platform using xAPI.

2.4 Interactions in Virtual Reality
Imagining a platform that converts data into an experience
makes VR a fantastic way to improve communication. When
we consider the definition of interactivity [Steuer, 1992] as
’users participating in modifying the form and content of a
mediated environment in real-time, it becomes clear that user
interactions play a crucial role in developing Virtual Reality.
The primary method of interaction in a VR system is trans-
lating users’ positions and hand movements into a different
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environment [Spittle et al., 2022]. Speech is also a common
form of communication in this technology. However, the po-
tential for engaging the user’s senses goes beyond that.
In their review, Kitson et al. [2018] catalog 12 different

types of design elements used to measure interactions in a
VR environment. Among them, breath awareness can make
users more aware of their bodies, biofeedback can aid in
achieving concentration, and physiological measures such
as temperature can provide insights into the user’s health.
In-game inputs can enhance social presence and emotional
expressions. The more connected the user feels to the vir-
tual environment, the more enriched their experience will be.
Although users commonly use a headset to provide mechan-
ics for interaction [Spittle et al., 2022], creators can also de-
sign environments with handheld displays or multi-display
setups.
Multi-user virtual reality systems share the same resources

as single-player interactions. The catalog of interactions
among users requires careful review and understanding. Pre-
vious works, such as Brown et al. [2017], Schild et al. [2018],
Schild et al. [2019], Jung et al. [2022], Kim et al. [2019],
Kuznetcova et al. [2021], and Wienrich et al. [2018], rely
only on present current virtual reality systems for multiuser
purposes but do not focus on the nature of the interactions.
Jerald et al. [2017] notes that most interactions occur through
voice, but the variety of interactions a user can engage in de-
pends solely on the tools provided by the system.

2.5 Collaborative Learning
Collaborative Learning involves groups of learners interact-
ing to solve a problem with educational purposes Laal and
Laal [2012]. Two or more students should perform activ-
ities in collaboration for a common goal. This process in-
volves more than a teacher presentation and explanation of
content. It requires a more active learning role from students
who should perform actions toward solving an educational
issue. The process can help students learn from each other
in groups. Teachers have the role of monitors, observing the
students’ behavior and difficulties and giving them directions
for learning.
Computer-supported Collaborative Learning (CSCL) is

the collaborative learning process mediated by computa-
tional artifacts Ludvigsen and Mørch [2010]. It can be
used in online tools and performed synchronously or asyn-
chronously. Digital Games play an effective role as a CSCL
with the potential for promoting student engagement through
actions, rules, and other parameters for players Wang and
Huang [2021].
Virtual reality is an immersive environment with rich spa-

tial information and embodiment interaction that can provide
gamification aspects. It is a significant tool for collaborative
learning [Back et al., 2020; Paulsen et al., 2024; Zheng et al.,
2018]. Paulsen et al. [2024] state design recommendations
for VR CSCL systems in some fields, among others.

• Pedagogical and technical aspects: Align the peda-
gogical goals with the technical features and include
stakeholders in designing and evaluating immersive en-
vironments.

• Social Interaction on Immersive Environments:
Avatars should be recognizable and customizable, pro-
viding an embodiment perception for users.

• Degree of realism: The interaction should be more re-
alistic and explore the spatial aspects of the technology.
Although 360-degree videos are an alternative, they are
limited to non-scripted interaction.

Next section discusses social presence aspects for multi-
user systems.

2.6 Social Presence
Commonly, experts define multi-user systems as platforms
that enable concurrent usage and participation by multiple
users. In the realm of virtual reality, these systems create a
distinct layer of interaction, fostering nuanced interpersonal
dynamics among users.
Although single-user systems focus on individual inter-

actions within the virtual environment, such as navigation,
interaction, and manipulation [Philippe et al., 2020], multi-
user systems extend this paradigm by incorporating interper-
sonal interaction among users. This enhanced form of inter-
action fosters the development of social presence within vir-
tual environments and facilitates the emergence of novel so-
cial relationships among participants [Johansson and Roupé,
2022].
This shared experience engenders a heightened sense

of co-presence, wherein users perceive themselves as co-
existing with others in the same virtual space, thereby giving
rise to diverse forms of presence. Schultze [2010] catego-
rizes these forms into six distinct types:

• Telepresence: The perception of being present in a re-
mote location.

• Social Presence: The sense of being in the company of
others within the virtual environment.

• Co-presence: The feeling of being together with others
in a distant space.

• Autopresence: The sensation of inhabiting one’s virtual
body.

• Hyper-presence: The impression that one’s authentic
self is immersed in the virtual environment.

• Eternal Presence: The feeling of being connected to oth-
ers, even in solitude.

The complex link among these presence types’ develop-
ment and users’ virtual representation within these environ-
ments, commonly referred to as avatars, is evident. [Paka-
nen et al., 2022]. Avatars may range from abstract repre-
sentations to lifelike human figures, with the degree of cus-
tomization directly influencing user engagement [Gorisse
et al., 2017]. Personalization of avatars fosters a sense of
self-presence and embodiment among participants, thereby
strengthening their connection to the virtual environment.
Embodiment, as conceptualized by Schroeder [2001], de-

notes integrating of one’s physical self with digital represen-
tation, emphasizing the social context in which avatars ex-
ist. Hence, well-developed multi-user virtual reality systems
must provide users with the following features:
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• To offer a wide range of avatar customization options
to improve your online presence and promote a user en-
gagment.

• To design environments rich in detail [Pan et al., 2006]
that facilitate user interaction, thereby enhancing telep-
resence.

• To provide visualization of someone else’s avatar, in-
cluding their spatial location, gestures, and interactions
with the environment, thereby promoting co-presence
and social presence.

2.7 Gamified Learning Environments

In the current state of the art, Gamified Learning Environ-
ments are feasible and present lots of advanced innovation.
A common approach is to employ gamification elements in
learning environments to create challenges and emotional
triggers that motivate users. Badges and points frequently
quantify learning progress [Dichev and Dicheva, 2017]. In-
corporating these components provides a sense of progres-
sion, which helps motivate users to continue their learning
journey. However, we must consider how to build engage-
ment, as typically, this educational setting does not evaluate
students’ motivations. [Dichev and Dicheva, 2017]. Many
projects create evaluations solely for grading purposes, with
less emphasis on understanding user interactions and moti-
vations. Additionally, most projects adopt a unique scenario-
based approach, which only their users validate and is not
easily reusable. More information about how instructors
and designers choose and integrate game elements into these
projects [Khaldi et al., 2023].
In order to advance the current state of the art, This project

seeks to create an environment where we evaluate progress
not only based on grades but also by taking into account all
interactions to establish a comprehensive knowledge path-
way. Furthermore, by developing a flexible setting that can
accommodate multiple activities, we aim to address the pri-
mary issue highlighted in the review by Khaldi et al. [2023]
regarding gamification.

2.8 Heuristics for Virtual Reality Evaluation

Experts employ evaluation heuristics to assess and identify
interface design issues that may compromise user experience.
Their application highlights the most relevant problems and
their severity in the evaluated systems.
Recognizing that traditional heuristics such as Nielsen’s

heuristic evaluation [Nielsen, 1992], cooperative evaluation
with users to diagnose problems [Monk et al., 1993], or cog-
nitive walkthroughs [Wharton et al., 1994] may not detect is-
sues intrinsic to virtual reality—such as interaction with the
environment, control consistency, and the need for high fi-
delity, researchers have developed new heuristics for appli-
cation in these environments.
Evaluation heuristics are methods employed by experts to

assess and identify interface design issues that may compro-
mise user experience. The results of their application high-
light themost relevant problems and their severity in the eval-
uated systems.

Classic heuristic evaluations like Nielsen’s heuristic eval-
uation [Nielsen, 1992], cooperative evaluation with users for
diagnostic purposes [Monk et al., 1993], and cognitive walk-
throughs [Wharton et al., 1994] might not uncover problems
unique to virtual reality environments, such as issues with en-
vironmental interaction, control consistency, and the demand
for high fidelity. Consequently, new heuristic approaches
have been formulated specifically for these virtual settings.
Sutcliffe andGault [2004] proposed amodel that evaluates

the naturalness of the environment and actions and the clarity
of activities performed. Additionally, Murtza et al. [2017] in-
troduced a heuristic that assessed movement synchronization
and headset comfort. Finally, Guo et al. [2024] build upon
evaluation heuristics [Nielsen, 1992] and includes previous
heuristic specificities. This heuristic will serve as the basis
for evaluating this project, as detailed in Section 6.
Some articles employ these heuristics techniques to evalu-

ate and improve their work, as Tanaka et al. [2023], that cre-
ated an environment in Virtual Reality for electrician train-
ing and evaluated their system receiving 19 usability issues,
grading from cosmetic issues to major problems.

3 System Proposal

The system’s development used shared design techniques, in
which all members contributed to full archive development.
The stakeholders - teachers, students, developers, and insti-
tutions - participate in the conception from the process be-
ginning. Whereas teachers, e.g., act like co-designers in the
conception process, the students generate data that create pat-
terns for machine learning.

3.1 Stakeholders

The system conception identified three different stakehold-
ers. Each one possesses their expectations that the team
watched during the conceiving process.

1. Teachers: The system must create accessibility for the
teachers to make it possible for them to adapt it to their
activities throughout the development platform. So, it
needs to be operative even without the development
team’s participation, and the teachers must be able to
benefit from it even if they do not possess any program-
ming knowledge.

2. Students: The system has to be capable of providing
adapted tools to the students. These tools [Pan et al.,
2006] must promote students’ motivations and reflect
on the positive results in the learning process.
Not less, it must integrate tools to allow students to
choose their avatars when diving into the classroom.
This avatar is required to represent the spatial position
of the student and has to possess tools for communica-
tion among students.

3. Institution: The platform must generate results on the
learning evaluation and be capable of self-adapting to
the student’s level to create a complete trajectory of
knowledge development. It also has to provide a way
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for students and teachers to share the same space in vir-
tual reality, recreating an environment close to a real
classroom.

The evaluations taken from students’ interactions aim to
implement a robust learning analytic system that automati-
cally captures user interactions within the learning environ-
ment. This system should provide valuable insights to the
teachers and researchers operating the platform, enabling
them to track activity development and gather data for com-
prehensive analysis.
Furthermore, our proposal seeks to identify individual

“paths of knowledge”. By understanding how learners be-
have during the learning process, we can create personalized
suggestions for interactions that maximize each individual’s
learning potential. This approach aims to optimize and tailor
the learning experience to each learner’s needs and prefer-
ences.
The stakeholders’ proposed needs based the EduVR re-

quirements, and the following Sections will present them.

3.2 Non-Functional Requirements
A web platform integrates the system, where teachers in-
clude and manage multimedia micro-services such as up-
loading videos, photos, or texts for students. These micro-
services interface with the web platform and the game’s tasks.
The classroom’s development system through VR adaptation
games should use Unity’s engine. All implemented queries
between both systems will use JSON (JavaScript Object No-
tation) 1, a lightweight data-interchange format.
The system will also integrate a multi-user-oriented data

server that must provide the foundation for recreating the
same environment for each user.

3.3 Functional Requirements
The web platform must have a simple and familiar interface
for the tutors, allowing them to upload resources that will in-
tegrate theVR classroom. These adaptations will make every
classroom unique for each teacher, promoting the reuse of the
already-created spaces. This technique makes the classroom
programmable without programming.
The results of users’ interactions with the proposed eval-

uations created by teachers must return through distractors
[Gierl et al., 2017], to evaluate the students for the complete
learning received and discard possible problems due to fa-
tigue, emotional issues, or learning disabilities.
Objects and avatars on the scenes must have their posi-

tions streamed through the system to every user. The interac-
tion’s result between one user and the environment has to be
chained to other users to create a shared experience space for
the users. The user’s gestures and movements in VR must
represent real-world movements and be steamed to others,
giving all users representations close to real life in VR.

1https://www.json.org/

3.4 Proposed Architecture
This Section presents the application components, their tech-
nologies, and their roles. We described how we manipulated
each technology to build each component. Teaser Figure 1
shows the system architecture. We have developed a version
that is compatible with VR, supporting both HTC VIVE and
Oculus Quest devices, alongside a non-VR model designed
for experimental uses. However, they are both exclusively
limited to running on the Microsoft Windows operating sys-
tem.

• Learning Management System (LMS). The LMS is a
standard system used to connect educators and students.
An LMS provides an interface for educators to manage
the lesson content and for students to manage their ad-
vances. It can be used for remote or face-to-face lessons.
Moodle 2 is an example of LMS used by many educa-
tional institutes for learning purposes. Learning Press 3

is also an open-source plugin based on Word Press 4

content management platform that contains several plu-
gins. It also includes a course page with a structure for
visualizing the offered courses. Although we are still
not using this resource, we decided on Learning Press
as an LMS for our proof of concept, given this project’s
purposes and next steps. Figure 2 shows our LMS web
platform screen.

Figure 2. Developed LMS.

The WordPress web platform and Learning Press plu-
gin provide the interface. The project team customized
the communication between the LMS and VR systems,
but an API accessed by a URL retrieved most of them.
The LearnPress panel provides an interface to create and
manage courses, lessons, quizzes, and questions. An ed-
ucator must submit all content through this interface. It
is essential to state that the statistic modules are from the
LearnPress system and do not correspond to our Learn-
ing Analytic interface.

• VR Interface: The VR interface is a developed 3D in-
terface that provides users an immersive experience to
enjoy in practice. It is widely acknowledged that to-
day’s technology still demands a solid grasp of com-

2https://moodle.org/
3https://wordpress.org/plugins/learnpress/
4https://wordpress.org/
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puter programming. However, it is concerning that
many educators are not adequately equipped to per-
form this skill. The system should be capable of pro-
viding a 3D scenario for educators to integrate lesson
content through customized 3D components. These de-
signed components should receive and process educa-
tors’ data, reflecting the LMS interface configuration.
Based on our 3D customized components on the most
common multimedia components. We developed us-
ing the most common multimedia components used by
educators. Next, we describe the implemented compo-
nents.
Slider Component: The Slider Component shows the
images loaded by the educator on the LMS system. It
comprises a screen to show images and two buttons
for the student to navigate among the images. Figure
3 shows an example of a slider component on the 3D
scene.

Figure 3. Slider Component.

Video Component: The Video Component shows a
video loaded by the educator on the LMS system. It
comprises a screen showing the video and two buttons
for the student to play/pause and repeat the content. Fig-
ure 4 shows an example of a video component on the
3D scene.

Figure 4. Video Component.

Quiz Component: This component shows the ques-
tions the educator inserts into the LMS system and at-
taches them to a lesson. It comprises a screen showing
the questions and possible answers and four buttons for
the students to choose their responses. Figure 5 shows
an example of a quiz component on the 3D scene.

Figure 5. Quiz Component.

Lesson Instructions Component: The Instruction
Component shows the lesson instructions inserted by
the educator on the LMS. This version’s shape is a
whiteboard, and there is no interface for user interaction.
Figure 6 shows an example of a Lesson Instruction com-
ponent on the 3D scene.

Figure 6. Lesson Instruction Component.

The team developed other components, such as an audio
component. In this paper, the team restricts to showing
only the available components. Furthermore, all compo-
nents with user interaction collect action-related data to
track the user behavior on the application. The follow-
ing section describes the xAPI interface used for this
purpose. The team developed a system using Unity3D
software.

• xAPI Storage: The Experience API (or xAPI) is part
of the Training and Learning Architecture that an ad-
vanced distributed learning project developed. Origi-
nally named Tin Can API, the xAPI is an open-source
specification for digital teaching applications. A speci-
fication collects data and information about these appli-
cations’ learning and user experience, either online or
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locally [Lim, 2015]. An xAPI security group provides a
set of guarantees for warranty and replacement over ac-
tivities. The standard declarations form is (actor, verb,
object) [Secretan et al., 2019]. For instance, “John
read the document on food”. The data is combined
using the JSON format. A Learning Records Store
(LRS) is a server responsible for receiving, storing,
and providing access to Learning Records. LRS stores
and retrieves xAPI assertions, stores xAPI states, and
saves various other related metadata5. ScormCloud 6

receives claims registered by xAPI. Furthermore, it has
a pre-configured interface for data visualization. It uses
MySQL7 as a database and checks before inserting if
the data submitted matches the xAPI proposal. Figure 7
shows an example of the registered data captured from
the user interaction with the components.

Figure 7. User behavior registered on ScormCloud xAPI interface.

• Learning Analytics Interface: This interface is still
under development because the team needs to collect
more user data to create it. At this stage, the system re-
quirements were defined and customized with the LMS
system. We generated a synthetic database respecting
the structure of the xAPI as shown in Figure 7 to achieve
these requirements. Figure 8 shows a graph example
generated by our synthetic dataset.
The bars show students’ time on each slide loaded on the
slider component. The red line represents the average
time other students spent using the system. This figure
is a single representation of a visualization that helps
the educator decide or have more knowledge about the
student and their behavior. Researchers and practition-
ers can explore other visual information and techniques
for future applications, such as data science. Also, the
user’s spatial movement in the scenario can provide vi-
sual information about their movement during the les-
son development through a heat map graph, for exam-
ple.

3.5 Modules Interaction
This section describes the system module interaction flow.
Figure 1 shows a sequence diagram illustrating the flow. The

5https://xapi.com/learning-record-store/ - Accessed on March 2021
6https://scorm.com/
7https://www.mysql.com/

Figure 8. Example of a graph generated by our synthetic data set.

diagram presents two actors: the educator, who can create
content for learning, and the student, who can use the VR
interface for learning purposes. The educator should access
the LMS interface to create a course and its lessons according
to the description provided in Section 3.4. A student using
the system should log in and select the available lessons.
With the success of this process, the LMS system retrieves

all metadata configured by the educator to the immersive in-
terface. When the student interacts with the components de-
scribed in Section 3.4, their data are uploaded to the xAPI
Interface, in this case, the ScormCloud platform. After fin-
ishing the lesson, the VR system should register this in the
LMS interface. Depending on the interface, it can also be on
the xAPI Interface—for instance, the Quiz component reg-
istry when the student completes the quiz. Once the students
finish their lessons, the educator can check their grades and
results on the LMS interface. The Learning Analytics Inter-
face should provide a friendly interface for checking student
behavior.

4 Multiplayer features

Creating a collaborative system for education requires ob-
serving students and teachers through the process. Learn-
ing must not be construed solely as a unidirectional process
wherein the expectations of educators are to be met unques-
tioningly by students. It also has to rely on the understanding
that people learn from observing others, from getting advice,
by replying to others.
Bringing this knowledge to a virtual reality environment

means that the interface should provide all types of communi-
cation for users to achieve a lifelike environment. Providing
systems that make it possible for students to communicate
through their voices, body orientations, and appointments
replicates basic life communication.
Doing that in Virtual Reality is a complex task. Since each
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piece of equipment requires a single application running and
each application can only be stated in a single piece of equip-
ment, creatingmulti-player systems requires the introduction
of online servers to manage replication of the information to
every instance of VR device simultaneously.
This section describes how EduVR implements its collab-

orative system in virtual reality, enlightening the same issues
found and the solution that the team applied.

4.1 Multi User server
This project includes a data service specialized in multi-user
web communication. The Photon Engine8 provides a range
of tools for Unity developers to transform their projects into
multi-user consolidated projects. This project utilizes Photon
Unity Network (PUN) to resolve the communication among
several connected system instances.
For this, PUN provides a UDP/HTTP technology that pur-

sues change throughout several users. Each object receives
a personal listener to communicate with the server. When a
change occurs in a property that has been listening, the web
service informs all the connected objects that the changes oc-
cur.
We implemented some techniques to recreate a multi-user

server. First, we built the VR environment on demand. In
other words, the environment constructs each object the mo-
ment it connects to PUN, which assigns a unique ID to each
object upon creation. The system instantiates the same object
for each VR instance initialized and connected, ensuring all
users experience the same environment. We will now delve
into the implemented components.
Each object created by PUN receives a listener to its po-

sition. When a user interacts with an object, it triggers the
PUN network to inform all the other objects with the same
ID that the position has changed. The exact process occurs
with each property. For instance, if a button used to light a
lamp is pressed by a user, the lamp will be lit for all users,
not only for the player who did the action. Therefore, all the
users share the same space and experiences in these spaces.

Figure 9. Multiple users loading into the same scene, each utilizing their
own avatars.

8https://www.photonengine.com/

4.2 Avatar Server
Using the technology provided by PUN to diffuse object’s
updates through the systems. An avatar systemwas designed
to make it possible for VR users to have their motion and
positions replied to in the virtual space.
First, we create seven avatars in the ReadyPlayerMe

(RPM)9 platform, with different genders, bodies, hair, and
personal details, to make it possible for users to choose the
ones that most represent themselves. Figure 9 shows some
of these avatars created in the scene developed. The RPM de-
signed these avatars to make themmovable once added to the
object and skeleton. It is a technique that divides the rendered
objects into multiple points connected. When the developer
needs to move a part of the object, its right arm, for example,
it can do it by changing the position of its elbow, the hand, or
the finger since all parts are connected, and a change in one
part drive the connected part into a new position that makes
sense it still is connected.
This property allows avatars to receive animations, pre-

build customizations of their bones’ positions, and online
movements using PUN. We design a pattern to make it pos-
sible to replicate each user’s movement into his avatar.

• Once captured by the Virtual Reality platform, the posi-
tion and rotation of the user’s hands and head should be
stored in a newly created object called ’Mirror,’ whose
properties are streamed by PUN.

• PUN instantiates as a usual object the user chooses as
the avatar.

• The bone referenced by the avatar’s hands and head up-
dates its position and rotation based on themirror’s prop-
erty that casts controllers’ positions and rotation.

• The mirror object’s property updates each time the user
moves the controllers.

4.3 Audio Sources
We integrate Photon systems and inherit Avatar’s Network
ID to calculate the user’s spatial position in the scene and
create a 3D stereo sound.
To create this feature, we add an Audio Source on the

Avatar object and set its ID on the Sound System. When
the user’s microphone recognizes that the user starts to talk,
it triggers the audio source of the respective avatar to start
playing the cast. We set the audio source so that it can only
be heard within a 2m radius of the source and increases in
intensity as the listener approaches it.
This approach increases the user’s perception of reality

and makes it possible to recreate more senses, guaranteeing
an improvement in the feeling of co-presence.

5 Case-Study
To drive our development, the multi-disciplinary team, com-
posed of academics from life and computational sciences,
weaves a case for this system, defining requirements for a les-
son in a lab and evaluating the results, endorsing the require-

9https://readyplayer.me/pt-BR
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ments’ achievement. This section describes the case study
and the development of our first proof of concept.
The first step in the project’s development was to under-

stand and identify the first set of needs of the users involved
in the problem that must be solved. List of the needs:

• The user should select a class to take in the lab.
• There must be a way of connecting multiple users in the
same scene.

• Users must be able to interact with the lab using their
hands.

• User must be able to move around the scene.
• There must be a way for the user to watch a video in two
dimensions on a screen in the lab.

• There must be a way for the user to watch a 3D video
on a screen in the lab.

• There must be a way for the user to view and scroll
through items from a slide on a screen in the lab.

• There must be a way for the user to answer tests in the
lab.

• User must be able to hold specific objects within the lab
and move their angle or position freely.

• User usage information must be registered in some
teaching data storage system so that responsible teach-
ers can view it.

• The laboratory must model based on actual laboratories,
creating the feeling of being there.

• Item and environment realism is essential based on real
labs, but color contrast is required to ensure items’ read-
ability in a virtual reality environment.

• The game should run at a frame rate over than 60 on
computers with average hardware. This aspect ensures
greater comfort and less chance of motion sickness
or other joint complications when using virtual reality
glasses.

• Hand interactions should be limited to pressing virtual
buttons or, at most, one physical button, thus ensuring
future compatibility with other low-cost hand-tracking
methods.

• User must be able to move using an analog stick on the
controller or teleportation. Offering multiple options,
users can select the one that best fits their use style and
causes less initial discomfort.

After listing the requirements for carrying out this case,
the next step in creating the laboratory was to look for refer-
ences. Seeking to create a realistic environment, the domi-
nant colors and construction characteristics, such as the ma-
terial used and piping, electronic equipment, work benches,
and exposed items, among others, were observed in the im-
ages found.
After we enumerate these items, we search for objects al-

ready modeled for free use on the internet. Some of these
objects are representations of chemical experiments. Others
represent storage flasks and a microscope. In addition to the
items directly related to the Biological Sciences area, others,
such as books and the fire extinguisher, were also selected to
compose the laboratory scenario.
We modeled the objects not found using Blender10, free
10https://www.blender.org/

and open-source software for 3D modeling and animation.
Some of these objects are the laboratory bench and an air
conditioner.
We counted and normalized the number of polygons in

each object to enhance the performance of lower-power sys-
tems, as shown in Figure 10. This approach ensures that
freely available items from the internet do not have exces-
sive polygons, which could otherwise strain the hardware
and compromise the user experience.
Optimization is one of the significant factors to consider

when designing virtual reality. Many polygons place a mas-
sive load on graphics cards, causing performance to drop. To
avoid possible discomfort that the user may experience, en-
suring that the software runs at a high frame rate is essential.

Figure 10. Left microscopy with the original mesh. Right microscopy with
mesh reduced.

We imported the models into Unity and correctly built the
lab. We considered the characteristics extracted from the ref-
erence images, such as colors and dimensions, and created
a three-dimensional environment to portray the same experi-
ence in a real-world laboratory. Figure 11 is the polygonal
model with the applied textures without any light and shad-
ing treatment.

Figure 11. Final Lab before light and shadows treatment.

The last step is the lighting part with the lab fully modeled
and built within Unity. For virtual reality, real-time lighting
is highly costly. We used pre-calculated lighting and burned
it fixedly in the image, aiming for performance, especially
on weaker hardware. The lights do not affect the real-time
environment in which the player is. However, this technique
helps to give realism to the environment, which until then
seemed two-dimensional due to the lack of lighting.
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We changed the scene outside the laboratory to have dif-
ferent levels of detail according to the distance of each ele-
ment about the player seeking to optimize the game further
using a technique called LOD, level of detail. Distant ele-
ments have a lower level of detail, while closer components
have a higher level of detail. In addition to the LOD, we also
applied an occlusion culling technique, which prevents ob-
jects not in the player’s field of view from being rendered by
the camera. Figure 12 shows the result.

Figure 12. Final Lab after light and shadows treatment.

With the conclusion of the environment, now is time to
include the components described in Section 3.4. The com-
ponents contain the scripts to access our developed LMSAPI
and show the data configured by the educators. For this work,
we included a Slider Component (Figure 3), a Video Compo-
nent (Figure 4), a Quiz Component (Figure 5), and a White-
board (Figure 6).
Finally, the VR interface was included to complete the

scenario. We chose the Steam VR11 plugin to provide in-
teraction with users. It is compatible with the Meta Quest
and HTC VIVE, where users can interact with virtual hands.
Both devices were available for the development of this
project. Although the system captures the user’s moves
through the gadget interfaces, they can also use the teleport
feature to move in the scene.
The team successfully integrated all the modules in this

case study to enhance the learning experience. The teacher
effectively incorporated data into the Virtual Reality (VR)
platform by leveraging the Learning Management System
(LMS) platform.This integration enabled the programming
team to customize the environment. Students could actively
engage with the VR environment by incorporating videos,
slides, and quizzes while the system assessed them. Notably,
we recorded all student interactions in the database for further
retrieval through the developed xAPI interface. Furthermore,
we carefully analyzed the gathered data, resulting in the au-
tomated generation of graphs and tables that the teacher can
use for activity development and planning. These valuable
insights also help researchers in their analysis of student be-
havior in the virtual reality setting, eliminating the need for
constant monitoring of student activity.

11https://assetstore.unity.com/packages/tools/integration/steamvr-
plugin-32647

5.1 Multiuser integration
The multiuser integrations required adaptations in previous
work. We created a loading scene where the student chose
their avatar for loading in the main scene.
Once chosen, the user gets transported to the lab, and the

other features are activated. The users then can interact with
each other by gesture and voice. They receive haptic feed-
back when touching scene objects or by touching each other
hands.
Through Learning Analytics systems, we record only the

interactions with objects chosen by teachers, as there are
countless ways to communicate. For example, a hand ges-
ture might signal the need to lower an object or speak more
slowly, developing each group’s interaction style. By focus-
ing on object interactions, we ensure that the recorded mate-
rial is organized for evaluation.

6 Heuristic Evaluation
In this chapter, we will present the heuristic evaluation of
the EduVR platform, following the heuristic proposed by
Guo et al. [2024]. Section 6.1 briefly explains the heuristic
evaluation system, Section 6.2 we will present the evalua-
tion methodology, and finally, Section 6.3 brings the results
found.

6.1 Heurist for Virtual Reality evaluation
The heuristics proposed by Guo (2024) cover nine areas of
usability design evaluation for virtual reality. Each heuristic
addresses a crucial aspect to observe during the evaluation,
as presented in Table 1.
Each evaluation aims to identify aspects that can interfere

with human interaction and assess the severity of these in-
terferences according to the scale recommended by Nielsen
(1992): 0 - ”Not a usability problem,” 1 - ”Superficial prob-
lem,” 2 - ”Minor problem,” 3 - ”Major problem,” and 4 - ”Us-
ability disaster.”
The issues identified within the same heuristic are aggre-

gated, and the mean severity of these issues represents the
heuristic’s score.
The team considered heuristic scores below 2 points to in-

dicate promising results.

6.2 Heuristics Application
Two experts evaluated EduVR’s design: one specializing in
information technology with extensive knowledge in virtual
reality and interface design and the other specializing in ed-
ucation and healthcare. Both are authors and stakeholders
who do not participate in the system’s development.

Each evaluation session consisted of three steps and lasted
approximately one hour. The first step involved presenting
the heuristics, listed in Table 1, and explaining the intent of
evaluating the system. The researcher described each heuris-
tic in detail, including how and why asses them. The special-
ist experimented with the application in the second step and
reported the identified issues.
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Heuristic Explanation

1 Visibility of
system status

The system must clearly indicate
to the users which objects of the
they can interact with and the
ones they cannot. It also should
always keep users informed
about what is going on through
appropriate feedback within a
reasonable amount of time.

2 Natural
engagement

Interaction should approach the
user’s expectation of interaction
in the real world as far as possible.
Interpreting this heuristic will
depend on the naturalness
requirement and the user’s
sense of presence and engagement.

3 Error
prevention

Carefully prevent problems from
occurring in the first place. Either
eliminate error-prone conditions
or check for them and present
users with a confirmation option
before they commit to the action

4 Consistency
and standards

The VR environment should be
consistent in all aspects. Users
should not have to wonder
whether different words, situations,
or actions mean the same thing

5 Realisticfeedback

The effect of the user’s actions
on virtual world objects should
be immediately visible and
conform to the laws of physics
and the user’s perceptual
expectations

6 Navigation and
orientation support

The users should always be
able to find where they are
in the VR environment and
return to known, reset positions.
These have to be judged in a
trade-off with naturalness

7 Low memory load

Minimize the demands on the
user’s memory in the VR
environment by making the
objects, options, and actions
are visible and easily accessible

8 Mental comfort

The system should be designed
to prevent sensations of physical
illness during use by preventing
jarring movement lag, increasing
realism of visuals, and so on

9 Recovery from
errors

Virtual-reality experiences often
contain a high volume of
interactions, some of which
are complicated or unfamiliar
to users. A VR system should
provide the user with the
approaches to recover
from system errors or any
undesired situation when the
user cannot recover by himself.

Table 1. VR Heuristics explanation. Adapted from Guo et al.
[2024] .

Reported Issue Mean
Severity

Related
Heurist

The system may fails when
interacting with some objects. 1,5 1

Some graphical elements are
not in 3D. 0,5 1

Moving with an object in hand
creates difficulties for the user. 1 2

Larger objects allow the user
to surpass the physical barrier. 0,5 3

The system does not allow
interaction with all objects. 0,5 5

The countertops did not
provide tactile feedback. 0,5 5

Responsiveness is lost
during fast movements. 1 5

Movement can be difficult
to learn. 3 6

The screen glitches when
changing scenes. 0,5 8

Headset wires can interfere
the task 1 8

Some objects show aliasing. 0,5 8
Table 2. Usability Issues List.

In the third step, at the end of the experiment, we con-
ducted a semi-structured interview with the participants. We
reviewed the issues reported during the system’s experimen-
tation and asked the participants to evaluate the severity of
each issue on a scale from 0 to 4, following the guidelines
proposed by Guo et al. [2024]. After that, we reread the
heuristics to uncover any unreported issues and asked again
to report if it was the case.
After the sessions, we classified the issues according to the

heuristics. Table2 summarizes the results.

6.3 Results

The experts’ evaluation indicated that the system had few
flaws, with an average heuristic score of 1.17 on the sever-
ity scale. The most significant problems were found in the
heuristics of Navigation and Orientation Support, averaging
a severity of 3 points, and Visibility of System Status, averag-
ing 1.5 points. There are no identified issues in Consistency
and Standards, Low Memory Load, and Recovery from Er-
rors (Heuristics 4, 7, and 9).
Table 2 presents the issue identified in the experts’ evalu-

ation with the mean severity of each highlighted struggle.
Unfortunately, the team was not surprised by the high

score on Heuristic 3.Virtual reality movement can cause sick-
ness and nausea inmost users [Howard andVan Zandt, 2021].
Reducing these effects limits users to moving in the am-
biance through teleports, which is not a habitual way of mo-
bility and requires more adapting compared to other possibil-
ities. Section 7 discusses these and other challenges in creat-
ing virtual reality multiusers and how the team managed to
resolve and reduce the severity score of the heuristics.
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7 Lessons Learned on Constructing
Multi-user Virtual Reality System.

Constructing multiplayer scenes requires both stable internet
connectivity and a responsive server. There is a paradox in
crafting these scenes: To ensure efficiency, developers must
minimize the load of information transmitted across all de-
vices. At the same time, developers need to increase the vol-
ume of information to ensure smooth visualization. Achiev-
ing the perfect balance between these requirements was not
a simple task.

7.1 Smooth movements

Humans perceive smooth movements when the screen’s
framerate goes beyond 30 frames per second (fps), but it gets
better the more this number goes [Zanker and Harris, 2002].
Users manipulating objects in a multi-user environment re-
ceive an overall framerate of 60fps, considered an adequate
framerate. However, the multi-user server does not send the
same fps to the objects it controls.
This change happens because the objects are instantiated

locally in each application. If users do not manipulate the
objects, the framerate will remain the same as the applica-
tion, but when it does, the lack of communication between
the systems causes lag for users.

7.2 Updating positions

To understand why this occurs, it’s important to elucidate
how a position updates in Virtual reality. Each object in Vir-
tual Reality receives a position in the scene represented by
a vector of their x,y, and z positions. When the multi-user
server sends an order to change the objects’ positions, the ap-
plication creates a leap from the original position to the new
one. If only one change exists, the leap will appear smooth,
with an adequate framerate. However, if multiple position
changes, the application will try to create smooth movement
among every position, the application will destroy the bal-
ance of fps.

7.3 Two solutions

The team devised two solutions to address this issue. The
first solution updates positions rapidly, preventing the user
from perceiving any discontinuities resulting from the appli-
cation’s leaps. Alternatively, the second solution slows down
the process, allowing the application sufficient time to fix
these leaps, thereby ensuring smooth motion.
The first option, in general, provides a better perception

of smoothness, but it requires lots of data transmitted. The
team uses a frequency of one update every 0.1 seconds to
ensure a lack of lag for the user. This logic requires much
stability from the network, making the system more fragile
to external interferences.
The second option uses an update each second, which

is slow and requires much less data. It is great to present
changes between two users if these changes do not interfere

with each other’s tasks. This option benefits the avatar’s rep-
resentation since its representations do not affect the owner’s
usability or the other’s perception.
For the other objects, the second option was ineffective.

The slower update makes the object appear to fly around the
scene for the user that it is not directly controlling it. Thus,
the team had to use the first option.
The team felt vertigo each time that the smoothness was

not adjusted. All the adaptations of this work presented in
this section help to enlighten the problem for future produc-
tion and provide some direction on handling the problem.

8 Lessons Learned on Constructing
Virtual Reality Educational Envi-
ronments

This section discusses the lessons learned and challenges en-
countered during the development of educational virtual re-
ality educational environments.

• How do captivate tutors to become part of the team:
The first challenge in creating a platform that changes
the common way of teaching is to involve professors.
Since integrating new systems into traditional education
has been a natural challenge, making professors believe
that it is possible to evolve their way of teaching is not
simple. The first lesson learned is that all professors
want to integrate technology but must learn how. How-
ever, the experience of trying virtual reality changes
how they imagine how to integrate. The use of Rich
Media is a powerful tool to transform their mind.

• How to create a friendly interface allowing educa-
tors to create their 3D lessons: After starting the devel-
opment, we noticed that creating a simple assignment
for a professor unfamiliar with programming can be-
come a real problem. It introduced an interface that
looks simple enough for the educator to make the pro-
cess personalized. The interface needed to be familiar
and intuitive for the user. That is why the team estab-
lished the development of Learning Press. Uploading
multimedia or creating a quiz is a daily task for web ed-
ucators.

• How to incorporate changes from the interface in the
proposal task: After creating the interface, the main
challenge was integrating multimedia. Changing mul-
timedia in the development project phase is easy, but
doing so after the program has been executable is quite
challenging. Creating components that receive their
content at the building does not require reprogramming.
We proposed a simple way to integrate changes by
incorporating changeable environmental components.
Alongside this, the team prepared the ambiance to pro-
vide all the tools needed to achieve the goals proposed
for the tutors. In a laboratory, e.g., the students can
be given a proposal to look at the microscopy. A com-
ponent that shows the task and object microscopy was
needed. Otherwise, object microscopy does not need
to be replaced if given a task to analyze a periodic ta-
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ble. The lecturer must only change the assignment and
include a second object: the Periodic Table.

• How to evaluate students based on their choices: The
first criterion when imagining how to evaluate students
is the idea of right and wrong. The simple idea of us-
ing multiple options or evaluating based on some text is
conventional. However, virtual reality should not have
only one way to archive a goal. Various possibilities of
choice are precisely the great trump of using VR. So, to
look for alternatives, abandoning the idea of the duplic-
ity of correctness and creating the idea of developing a
way of knowing where the best way to do something is
based on a profile, prebuild, based on the experience of
students with the same profile that the user. The idea of
using distractors came to synthetics the evaluation sys-
tem.

• How to release a friendly LMS interface for educa-
tors to connect different 3D interfaces: The team de-
veloped a laboratory-focused 3D environment for cy-
tology and integrated the proof of concept with an
LMS interface. Customization development was re-
quired to complete this action. However, it must plan
efficient interaction mechanisms when the number of
three-dimensional environments offered to educators in-
creases. The system must recognize which components
are available for student data collection or even allow
educators to choose these components. In this context,
the challenge is to allow the customization of the spa-
tial arrangement of the 3D elements of the application.
At the same time, the class is being assembled in the
context of the LMS.

• Ethical Issues: Although data collection can benefit
the student, ethical and privacy aspects must be pre-
served. Recording a student’s day-to-day activities
must comply with local laws such asGeneral Data Pro-
tection Regulation (GDPR) at the European level and
the Lei Geral de Proteção de Dados (LGPD) in the
Brazilian context. An erroneous exposure of data can
generate side effects such as demotivating. It is impor-
tant to emphasize that behavioral data can shape social
influences like social networks. These same data can be
used as a basis for scientific research. Ethics and legis-
lation must accompany the professionals’ routine in all
these scenarios.

9 Conclusions and Final Discussions
EduVR development provides teachers with access to vari-
ous pedagogical and technological tools in Virtual Reality in
a dynamic and well-structured manner. Based on the peda-
gogical approach of active learning, which believes that stu-
dents can leverage their development with new technologies,
We created the environment to allow students to fully bene-
fit from the power of immersion provided by Virtual Reality.
To achieve this, we created a detailed environment so that the
activities closely resemble real-life situations.
For teachers, the developed systems enhance their control

of the environment. Teachers can customize the environment
through the LMS platform with their didactic material, such

as slides, videos, and questions. Additionally, teachers can
get feedback on individual and collective student interaction
with the proposed activities by integrating Learning Analyt-
ics tools.
To complement this entire educational system, we inte-

grated a multi-user system, where more than one person co-
exists in the same environment. Teachers can directly guide
a student or multiple students to perform activities together,
broadening the ways of thinking about studying in virtual re-
ality and creating a virtual classroom that feels more real. In
this environment, people see and interact with each other, fos-
tering new forms of presence that can change how students
learn. Future work aims to investigate these effects and their
consequences.
Finally, we conducted a heuristic evaluation of the devel-

oped system, and we found the results to be positive, with
few points of severity in the applied heuristic. We propose,
as future research, the creation of a new heuristic for multi-
user virtual reality, as we have not found any in the literature
so far.
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