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Abstract: Many studies present and evaluate daily-use systems ranging from information to conversational systems.
Chatbots, either text-based or voice-based, have attracted the attention of researchers. In particular, User eXperience
(UX) has been pointed out as one of the chatbot’s leading aspects of evaluation involving pragmatic and hedonic
aspects. Pragmatic aspects deal with the usability and efficiency of the system, while hedonic aspects consider as-
pects related to the originality, innovation, beauty of the system, and the user’s psychological well-being. Even with
existing research on usability evaluation and human-computer interaction within conversational systems, there is a
clear shortfall in studies specifically addressing the hedonic aspects of user experience in chatbots. Therefore, this
paper presents a Systematic Mapping Study that investigates various UX evaluation technologies (questionnaires,
methods, techniques, and models, among others), focusing on the hedonic aspect of chatbots. We focused on studies
with chatbots that are activated by text, although they may be able to display click interactions, videos, and images
in addition to the text modality. We discovered 69 technologies to evaluate hedonic aspects of UX in chatbots, and
the most frequent aspect found is the General UX . Our study provides relevant data on the research topic, address-
ing the specific characteristics of human-chatbot interaction, such as identity and social interaction. Moreover, we
highlight gaps in the hedonic aspect evaluation in chatbots, such as a few works investigating the assessment of user
emotional state.
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1 Introduction
Chatbots mimic the unique human action of conversation
[Ruane et al., 2021] and are defined as online conversational
systems where humans and computers interact using natu-
ral language [Jia and Jyou, 2021] by text or voice [Veglis
et al., 2019]. Unlike voice-activated smart assistants, chat-
bots are often text-activated with additional interactional re-
sources such as point-and-click interactions, images, and
videos [Candello and Pinhanez, 2016]. Additionally, chat-
bots can be powered with Artificial Intelligence (AI) to serve
various purposes, including imitating human chat or perform-
ing various tasks. One example of a task-oriented chatbot is
the study by Mudofi and Yuspin [2022] that addresses using
chatbots in financial institutions to perform credit analysis
and customer service.
Almost all of the chatbot developers in Brazil work with

text-based chatbots (97%), while a smaller number of devel-
opers work with voice chatbots (68%) [mobiletime, 2022].
Nearly 40% of internet users worldwide prefer interacting
with chatbots than virtual agents, and with major industries
including retail and healthcare turning to digital technology,
chatbots will likely increase in popularity moving forward
[Yuen, 2022]. There are many advantages to using chatbots
to perform services, as they help to reduce costs and increase
efficiency in processes [Telner, 2021]. Chatbots are quick
to implement and allow customization [Mudofi and Yuspin,

2022], which justifies their increasing popularity and stresses
the need for well-designed, high-quality agents. Moreover,
the development of Large Language Models like chatGPT
has revolutionized chatbot technology, enhancing their con-
versational abilities and driving an increase in usage and pop-
ularity among users looking for more engaging and person-
alized interactions [Brown et al., 2020].
However, chatbots may suffer from quality issues, such

as the lack of conversational skills and social intelligence,
which may impair the User eXperience (UX). Lack of qual-
ity concerns can decrease the user’s interest in interacting
with the chatbot. Additionally, social intelligence is crucial
to engage the user in interesting and relevant conversations
[Skjuve et al., 2019].
One way to improve the quality of chatbots is by provid-

ing an appropriate UX. According to ISO [2019], UX is the
user’s response and perception when using a system, product,
or service. These perceptions may include emotions, beliefs,
preferences, perceptions, amenities, behaviors, and achieve-
ments that may occur before, during, and after use.
In line with the model for attractive software systems with

good UX, proposed by Hassenzahl et al. [2000], software
is described using different quality dimensions divided into
two groups: pragmatic and hedonic quality. The first deals
with the usability and efficiency of the system, while the sec-
ond considers aspects related to originality, innovation, and
beauty. The hedonic aspects of UX are also related to the
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user’s psychological well-being [Hassenzahl, 2004]. In this
paper, we only considered the hedonic aspect of UX, as it
is the aspect that addresses the user’s emotional well-being,
mostly because products that go beyond the user’s hedonic
needs increase pleasure and the loyalty of the customer, more
than satisfaction alone does [Chitturi et al., 2008].
Current literature presents studies on technologies (ques-

tionnaires, methods, techniques, and models, among others
[Santos et al., 2012]) that assess the quality of conversational
systems. Guerino and Valentim [2020] mapped the usability
and UX assessment technologies to evaluate conversational
systems that specifically use voice. Rapp et al. [2021] in-
vestigated human-computer interaction and chatbots, such as
whether and why people accept and use this technology. Ren
et al. [2019] investigated technologies for evaluating chat-
bots focusing specifically on the usability criteria. However,
there is a gap in what assessment technologies can be used to
evaluate the hedonic aspects of UX for text-based chatbots.
Therefore, this research is guided by the following ques-

tion: “What technologies are used to evaluate hedonic as-
pects of UX in text-based chatbots?”. To answer this ques-
tion, we performed a Systematic Mapping Study (SMS) to
investigate the existing literature on the subject.
An SMS is needed to unveil and connect practices and out-

comes related to a certain research topic. Initially, we per-
formed an SMS to identify and characterize technologies that
evaluate hedonic aspects of UX for text-based chatbots. We
found 26 papers published between 2017 and 2021 contain-
ing 29 different technologies. The User Experience Ques-
tionnaire (UEQ) [Laugwitz et al., 2008] emerged as the pre-
dominant technology, while trust was the most frequently
evaluated hedonic aspect. These results were published at
IHC 2023 [De Souza et al., 2024].
In recent years, the evolution of chatbots has been remark-

able, driven by advances in artificial intelligence (AI) tech-
nologies such as natural language processing (NLP) and nat-
ural language understanding (NLU). These advancements
have allowed chatbots to become more sophisticated and ca-
pable of meaningfully interacting with users. Furthermore,
the rapid evolution of chatbots can be attributed to con-
sumers’ growing adoption of platforms that favor conversa-
tional interaction. Companies have recognized the potential
of chatbots in several areas, leading to an increase in interest
and research in the area [Følstad et al., 2021].
Because the topic has evolved very quickly in recent years,

we extended the previous SMS by analyzing papers pub-
lished between 2021 and 2023. A total of 26 new papers
were identified, revealing the presence of 40 new technolo-
gies about this research theme. The Chatbot Usability Ques-
tionnaire (CUQ) [Holmes et al., 2019] was the most preva-
lent technology and the predominant hedonic aspect of these
technologies was the general UX.
Our study provides relevant data on the research topic, ad-

dressing the specific characteristics of human-chatbot inter-
action, such as identity and social interaction. In this exten-
sion of SMS, we will trace the evolution of research into UX
assessment technologies used to evaluate text chatbots. Ad-
ditionally, we will discuss possible reasons for this evolution,
highlighting emerging trends, identifying research gaps, and
providing an analysis of the motivations behind the contin-

ued growth and diversification of UX evaluation approaches
for text chatbots.
Moreover, we highlight gaps in the hedonic aspect evalu-

ation in chatbots, such as a few works investigating the as-
sessment of user emotional state. The SMS extension allows
us to identify that the trends in SMS Part 1, in general, are
being maintained in SMS Part 2. This reinforces the gaps
identified in the first part, such as: the literature lacks em-
pirical studies to evaluate the reliability and consistency of
technologies to evaluate the hedonic aspects of UX for text
chatbots. This has important implications for the validity
of the results obtained by these technologies. There is also
a lack of technologies that address the specific characteris-
tics of human-chatbot interaction, indicating that particular
aspects of chatbots, such as identity and social interaction,
are not adequately considered when determining user expe-
rience. These findings can guide both researchers and pro-
fessionals in the field (and can help in choosing appropriate
evaluationmethods and developingmore effective and attrac-
tive text chatbots for users).
Section 2 presents the theoretical background and the re-

lated work. Section 3 draws the research methodology used
to conduct this SMS. In Section 4, we present our quanti-
tative and qualitative results, which are discussed in light
of current literature in Section 5. Finally, Sections 6 and 7
present the limitations, conclusions, and future work.

2 Background and Related Work
Chatbots can be referred to by different terms such as dia-
log system and chatterbot [Shawar and Atwell, 2007]. Chat-
bots combine conversation with visual elements [Höhn and
Bongard-Blanchy, 2021] and these systems are designed
to simulate intelligent communication via text or speech
[Dahiya, 2017]. Currently, chatbots facilitate various busi-
ness processes, such as situations related to customer service
and personalization, due to their accessibility, low cost, and
ease of use for the end consumer [Przegalinska et al., 2019].
Recently, there has been an increase in investment in the

development of chatbots, virtual agents, and personal assis-
tants. This growth has also attracted the interest of scholars
in such systems and their various applications, such as Ashk-
torab et al. [2019] which presented a chatbot that helps in
customer service in the help-desk service. Therefore, assess-
ing the quality of chatbots becomes crucial.
Identifying which technologies are appropriate for chatbot

assessment remains a challenge. Some studies aim to support
this task by systematically mapping the assessment technolo-
gies. For example, Guerino and Valentim [2020] investigate
conversational systems that use the human voice to perform
actions. The study reports 31 assessment technologies to
evaluate chatbot usability and UX. The study has searched
the following virtual libraries: Scopus, IEEEXplore, ACM
Digital Library, and Engineering Village. The results found
that the assessment technologies are mainly created for a par-
ticular study without empirical evaluation. Most of the iden-
tified chatbots focused on assisting users in daily tasks.
Mafra et al. [2024] created the U2Chatbot inspection

checklist— developed through a systematic literature review
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process that helped to identify relevant quality attributes
from previous studies— is a tool designed for the evaluation
and identification of defects in text-based chatbots. Com-
posed of 107 items that cover various quality attributes re-
lated to usability and user experience, the checklist was cre-
ated to be more comprehensive than existing tools, ensur-
ing that crucial aspects affecting chatbot performance are not
overlooked.

Ren et al. [2019] conducted an SMS to identify the use
of chatbots and their application as a human-computer in-
teraction technique focusing on evaluating chatbot usability.
The study has searched the main scientific databases (Sco-
pus, ACM Digital Library, IEEE Xplorer, SpringerLink, and
Science Direct) and found that most technologies to evalu-
ate chatbot usability elect a group of users to use the sys-
tem freely or perform certain tasks and then measure satis-
faction through the System Usability Scale (SUS) [Brooke
et al., 1996] questionnaire.

Rapp et al. [2021] evaluated 83 studies to investigate how
users interact with text-based chatbots. The findings reveal
that trust, engagement, and satisfaction are important aspects
of user experience, and Wizard of Oz (WoZ) and fully devel-
oped prototypes are the most common tools to explore user
experiences, attitudes, and behaviors.

Tubin et al. [2022] analyzed how to evaluate the experi-
ence with conversational agents to offer a more realistic and
natural user experience. They focused on identifying how
the user experience is measured when interacting with agents.
For the authors, evaluating the user experience at different
moments and applying combined methods to understand as-
pects such as the participant’s feelings and behaviors is nec-
essary.

The studies discussed above have their particularities,
such as the different types of chatbots, the relationship with
the HCI, and the methods, techniques, and technologies to
evaluate conversational systems, whether through usability
or user experience. In Guerino andValentim [2020], themap-
ping performed considers both usability and UX, however, it
only evaluates conversational voice systems and does not dis-
tinguish between the hedonic and pragmatic aspects of UX.
In the study of Rapp et al. [2021], the HCI is considered as
a whole, without making cuts for the user experience when
using a chatbot. Although Mafra et al. [2024] have devel-
oped an inspection checklist for text-based chatbots, their
main focus is on usability and user experience (UX) in gen-
eral, without exclusively addressing the hedonic aspects of
UX. Ren et al. [2019] present a general SMS without delim-
iting the scope of the nature of chatbots or regarding the as-
pect of quality considered in the mapping. Finally, Tubin
et al. [2022], despite considering the UX when using conver-
sational agents, do not distinguish the method used for data
entry in the evaluated conversational systems. In this paper,
we aim to fill the gaps in the literature by shedding light on
text-based chatbots and examining UX technologies that fo-
cus on hedonic quality. Moreover, we investigated whether
these UX evaluations consider aspects of the user’s mental
and emotional health.

3 Systematic Mapping Study
The methodology used in this paper is based on a secondary
study, which reviews all primary studies related to a specific
research question and aims at integrating evidence related
to a specific research question [Kitchenham and Charters,
2007]. One of the types of secondary study is SMS.
An SMS aims to ascertain, qualify, and relate relevant re-

search on a defined subject [Kitchenham and Charters, 2007].
Grounded on Kitchenham and Charters [2007] methodologi-
cal steps, this SMS structure is divided into three phases:

• Planning: in this phase, we defined the mapping proto-
col, research questions, data sources, search string, and
the paper selection’s inclusion and exclusion criteria;

• Execution: we carried out the searches in the data
sources, selected and extracted the primary studies, and
conducted the data analysis;

• Reporting: as the last step, we presented the quantitative
and qualitative results obtained from the analysis.

These phases are detailed in the following subsections.

3.1 Phase 1: Planning
The goal of this SMS was defined based on the Goal-
Question-Metric (GQM) [Basili and Rombach, 1988]
paradigm (see Table 1). The main research question is:
“What technologies are used to evaluate hedonic aspects of
UX in text-based chatbots?”. We answered this question by
defining the subquestions in Table 2.

Table 1. Purpose of the SMS.

Analyse scientific publications
For the purpose of characterize
Regarding UX assessment technologies

focusing on hedonic aspects
of text-based chatbots

From the point of view
of

HCI researchers

In the context of primary sources available on
ACM Digital Library and
IEEE Xplore

This research was carried out from the ACM1 and IEEEX-
plore2 virtual libraries through an advanced search engine.
These libraries provide a competent search engine, allow the
use of similar terms in the string, and provide several papers
in the HCI area.
We used the PICOC method [Kitchenham and Charters,

2007] to define the search string, presented in Table 3. The
acronym refers to Population (P), Intervention (I), Compari-
son (C), Outcome (O), and Context (C); however, we will
focus on the PIO since the remainder of the concepts are
used when the SMS compares the results among each other.
Therefore, PIO was established as: (P)opulation: Chatbots;
(I)ntervention: Technologies to evaluate the hedonic aspects
of UX in text-based chatbots; and (O)utcome: UX evalua-
tion.

1https://dl.acm.org/
2https://ieeexplore.ieee.org/
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Table 2. Sub-questions and possible answers.

Subquestions Possible answers
SQ1. What hedonic aspects of UX does the
technology assess?

Vary from paper to paper. Examples can be immersion, fatigue, and pleasure,
among others.

SQ2. Is the assessment technology specific
to chatbots?

Specific: UX assessment technology specific to chatbots.
Generic: technology is not restricted to specific types of software.

SQ3. Was the assessment technology cre-
ated for the study?

Existing: evaluation uses existing technology.
Created: technology was created for the study and described in the paper.

SQ4. Howwere the participant’s responses
collected?

Vary from paper to paper. Verify how the user’s feedback was captured, for
example, using a Likert scale or checklist, etc.

SQ5. What is the composition of the assess-
ment technology?

Vary from paper to paper. Extract attributes of the technologies, such as the
questions and whether the technology is a questionnaire or interview, etc.

SQ6. Does the assessment technology ex-
tract quantitative or qualitative data?

Quantitative: the analysis uses quantitative methods.
Qualitative: the analysis uses qualitative methods.
Mixed: the analysis uses both qualitative and quantitative methods.

SQ7. What is the chatbot application? The answers are subjective and identified during the readings. Examples:
health, or education, among others.

SQ8. Was the chatbot created for a specific
group? Which one?

Yes, it assists a specific group such as blind, deaf, and elderly users, etc.
No, it is not intended for a specific group.

SQ9. Is the chatbot of a specific type?
Which one?

Yes, task-oriented: helps users perform a task or solve a problem.
Yes, conversation-oriented: holds a conversation with humans or establishes
a relationship with them.
Yes, both task and conversation-oriented.
No, it has an undefined purpose.

SQ10. How was the chatbot evaluated? The answers are subjective and were identified during the readings. Examples
are experiment and observation.

SQ11. Has the assessment technology been
empirically evaluated?

Yes, the paper carried out an empirical evaluation of the assessment technology.
No, the technology was not empirically evaluated.

SQ12. Does the UX assessment consider
aspects of the user’s emotional state?

Yes, it considers aspects of the user’s mental state.
No, these aspects are not considered.

SQ13. How was the user’s mental state as-
sessed?

The answers are subjective and vary from paper to paper. Examples are inter-
views or questionnaires, among others.

The inclusion criteria are (I1) publications presenting tech-
nologies to evaluate hedonic aspects of UX for text-based
chatbots and (I2) publications describing experimental stud-
ies about the evaluation of hedonic aspects of UX for text-
based chatbots. The exclusion criteria are (E1) publications
that do not meet the inclusion criteria; (E2) publications in
languages other than the ones understood by the authors (En-
glish and Portuguese); (E3) publications for which the full
text was not available to the authors; (E4) publications that
are part of the gray literature, such as technical reports and
work in progress; and (E5) duplicated publications.

3.2 Phase 2: Execution
The initial search was conducted in October 2021 (Part 1 -
pt1) , with three researchers participating in defining the pro-
tocol, executing the filters, and extracting information. In
June 2023, we conducted an extension of the SMS (Part 2
- pt2), with two researchers participating in executing the
filters and extracting information. Having two or more re-
searchers involved in the SMS process is necessary to pre-
serve the research consistency and to reduce biases [Kitchen-
ham and Charters, 2007].
Both parts of the SMS followed the same selection pro-

cedures: after submitting the search string to the search en-

gines, the researchers filtered the studies by reading the title
and abstract and evaluating them against the inclusion and
exclusion criteria separately (1st filter). If there was a di-
vergence in the process of inclusion and exclusion, we at-
tempted to find a term of agreement. If agreement could not
be reached, we adopted a conservative approach and esca-
lated the paper to the second filter. Whenever a paper was
rejected, we recorded a justification.
For the 2nd filter, the first author read and classified the pa-

pers and extracted the relevant information. Then, the other
researchers reviewed the excluded papers and their justifi-
cations, the included papers, and their data extraction out-
comes. To follow the same procedure, we recorded a justi-
fication for the excluded papers. We used the collaborative
tool Porifera (https://porifera.app.br/ [Campos et al., 2022])
to support this process. In SMS Part 1, for the 1st filter, the
Fleiss Kappa among the researchers was 0.501. This value is
consideredmoderate, according toAltman [1990]. In the 2nd
filter, the Fleiss Kappawas 0.7991, which is considered good.
In SMS Part 2, for the 1st filter, the Cohen Kappa was mod-
erate (0.4611), according to Altman [1990] while the same
index was considered good for the second filter (0.6633).
As presented in Table 4, the initial SMS started the filter-

ing process with 630 papers gathered from the search engines.
Out of them, 91 were selected after the 1st filter, and 26 pa-
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Table 3. Terms and elements of the Search String
Population (“chatbot*” OR “conversational agent*” OR “chatterbot” OR “artificial conversational entity” OR “

conversational interface” OR “conversational system” OR “conversation system” OR “dialogue sys-
tem” OR “conversational user interface” OR “conversational UI”)

AND

Intervention (“tool” OR “framework” OR “technique” OR “method” OR “guideline” OR “pattern” OR “metric” OR
“approach” OR “inspection” OR “heuristic” OR “methodology”)

AND

Outcome (“user experience” OR “UX”) AND (”evaluation” OR ”assessment” OR ”measure” OR ”measure-
ment”)

AND

pers (cited in Table 6, 7 and 8) were selected after the 2nd
filter.
In the SMS extension (see Table 5), we started the filtering

process with 769 papers gathered from the search engines.
Out of them, 104 were selected after the 1st filter, and 26
papers (cited in Table 6, 7 and 8) were selected after the 2nd
filter.
The data extraction focused on obtaining answers for each

research sub-questions (Table 2). By doing so, we ensure
that we apply the same criteria for data extraction to all the
selected papers. We also collected the study’s metadata, such
as the year and place of publication. The outcomes for this
step are presented in Subsection 3.3.

Table 4. Paper Selection
Source # papers re-

turned
# selected
after 1st
filter

# selected
after 2nd
filter

IEEExplore 8 3 1
ACM Digi-
tal Library

622 88 25

Total 630 91 26

Table 5. Paper Selection - SMS Extension
Source #papers re-

turned
# selected
after 1st
filter

# selected
after 2nd
filter

IEEExplore 383 31 11
ACM Digi-
tal Library

386 73 15

Total 769 104 26

The data analysis was based on descriptive statistics and
data visualization. We used a Google Sheets document to
support the data visualization and interpretation presented in
the following sections.

3.3 Phase 3: Reporting
Our analysis shows that assessing the hedonic aspects of UX
in text-based chatbots is a recent research topic. The year of
publication of the selected papers ranges from 2017 to 2023.
Additionally, as Figure 1 depicts, the number of published
papers addressing this topic has increased. The year 2017
has the fewest number of publications, while 2021 has the
highest number (19 studies).

Figure 2 presents the publications conferences found
in this SMS. The conference with the highest number of
publications is the ACM Conference on Human Factors
in Computing Systems (CHI), with ten publications, fol-
lowed by ACM Designing Interactive Systems (DIS) with
3 publications. International Conference on Mobile Human-
Computer Interaction (Mobile HCI), International ACM
Conference on Conversational User Interfaces (CUI), Nordic
Conference on Human-Computer Interaction (NordiCHI),
International Conference on Mobile and Ubiquitous Multi-
media (MUM), and the ACM International Conference on In-
telligent User Interface (IUI) all with two publications. Other
eighteen conferences appear in the results with only one pub-
lication each.
Regarding journals, only one appears three times (ACM

on Human-Computer PACMHCI) and ACM on Human-
Computer Interaction (HCI) appears two times. Other six
journals appear in the results with only one publication each
(Figure 3). The full list of conferences and journals can be
found in the technical report [Souza et al., 2023] and techni-
cal report Part 2 [Mariano et al., 2024].

Figure 3. Journals

4 Results
Our main research question is “What technologies are being
used to evaluate hedonic aspects of UX in text-based chat-
bots?”. In the initial SMS, we found 29 different technolo-
gies for this purpose. The most applied technology was the
UEQ [Laugwitz et al., 2008] (3 papers), followed by User
Experience Questionnaire - Short (UEQ-S) [Schrepp et al.,
2017] (2 papers).
In the SMS Extension (Part 2), we found 40 different tech-

nologies used for this purpose. The most applied technology
was the Chatbot Usability Questionnaire (CUQ) [Holmes
et al., 2019] (5 papers), followed by UEQ [Laugwitz et al.,
2008] (3 papers) and Technology Acceptance Model - TAM
(2 papers).
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Figure 1. Publication years

Tables 6, 7 and 8 present a list of the identified UX eval-
uation technologies and the associated publications, besides
identified hedonic aspects of UX. Moreover, a summary of
quantitative results of sub-questions SQ2, SQ3, SQ6, SQ8,
SQ9, SQ11 and SQ13 is presented in Table 9. The sub-
questions SQ1, SQ4, SQ5, SQ7, SQ10, and SQ12 are qual-
itative or have many response options. Therefore, their re-
sults are only presented in the subsections below. All the
results of sub-questions can be found in the technical report
[Souza et al., 2023] and technical report Part 2 [Mariano
et al., 2024].

4.1 SQ1. Hedonic aspects of UX that technolo-
gies assess

In the 1st part of this SMS , we identified 66 hedonic as-
pects of UX, listed below along with the respective num-
ber of studies: Trust (6); Enjoyment, Attractiveness, Ef-
ficiency, Perspicuity, Dependability, Stimulation, Novelty,
and Engagement (5 each); Interest (3); Likeable, General
UX, Easy to Report, Intention to Reuse, Fun, Frustration,
Anxiety, Social Presence, Humanity, and Privacy (2 each);
Pressure, Tension, Effort, Motivation, Attitude, Enjoyable,
Privacy Intrusive, Diversity, Control, Feedback, Understand-
ing, Difficulty, Expectation, Intimacy, Self-reflection, Self-
awareness, Impressions, Psychological Well-being, Atten-
tion, Intention to Use, Adaptability, Sociability, Social In-
fluence, Interpretation, Psychological Impact, Perceptions
of Social Disclosure, Revealing Emotional Expression, Use-
fulness of Emotional Expression, Naturalness, Affection,
Happiness, Sadness, Anger, Surprise, Tranquility, Vigor,
Discomfort, Well-being, Empathy, Appreciation, Emotional
Support, Emotion Perception, Expression of Emotion, Social
Support, Commitment, and Unmet Expectations (1 each).
The most frequent aspect is trust. For example, Fadhil

et al. [2018] apply a self-designed questionnaire to evaluate
mental and physical well-being based on pleasure, attitude,
and trust. Examples of the questions are “I enjoyed chatting
with the conversational agent during the interaction” (plea-

sure), “I found the dialog with the conversational agent to be
realistic” (estimate for attitude), and “The agent asked very
personal questions” (trust).

In the SMS Extension (Part 2), we identified 132 hedonic
aspects of UX, listed below along with the respective number
of studies: General UX (15); Satisfaction, Perceived Use-
fulness, self-awareness, Intent to use, mental wellbeing (3
each); Novelty, user acceptance, perceived ease of use, Fo-
cused Attention, Perceived Usability, Aesthetic Appeal, Re-
ward Factor, Overall (2 each); Subjective experience, useful-
ness, satisfaction rate, Behavior intention, Aspectos Hedôni-
cos da UX, Performance Expectancy, Effort Expectancy, So-
cial Influence, Facilitating Conditions, Hedonic Motivation,
Habit, Technology Threat Avoidance Theory, Perceived Rec-
ommendation Quality, Perceived Conversational interaction,
Perceived Efort, openness to experience, conscientiousness,
extroversion, agreeableness, neuroticism, resistance to the
bot’s answer, a little unpleasant, numbness, identify with the
bot’s efforts, satisfaction with the answer, Interactional En-
joyability, Perceived Social Presence, Self-Disclosure, At-
tractiveness, perspicuity, efficiency, dependability, stimula-
tion, Trust General, Task-specific Trust, Trusting Belief Reli-
ability, Perceived Anthropomorphism, Social Presence, Pos-
itive and Negative Aspects of Personality, stimulation level,
ease of use, frequency of use, Propensity to Trust, Inten-
tion detection, Identity recognition, Learning record, Emo-
tional expression, Knowledge guide, Funniness, Appropri-
ateness, Use Again, Damage Control, Thoroughness, Man-
ners, Moral Agency, Emotional Intelligence, Recommen-
dation Accuracy, Explanation, Interaction Adequacy, CUI
Attentiveness, CUI Understanding, CUI Response Quality,
User Control, Transparency, CUI Rapport, CUI Engaging-
ness, CUI Humanness, Trust, Confidence, Clear, Fluent, Re-
lated, Useful, Helpful for Administrative procedures, Help-
ful for the characteristics of the department, future career
planning, CUI Adaptability, Trust in Automation dimen-
sions, disability disclosure, use of assistive technologies, al-
ternative formats youmay like to use in yourmodulematerial
and your preferences about tutors, tutorials, communication
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Table 6. Identified Evaluation Technologies

Ref ID Technology Hedonic Aspects of UX

[Ceha et al., 2021],
[Daniel et al., 2022] 1 Intrinsic motivation inventory - IMI Interest, Enjoyment, Pressure, Tension, Effort

[Ceha et al., 2021] 2 Academic motivation scale - AMS Motivation

[El Kamali et al., 2020] 3 User Experience Questionnaire - Short -UEQ-S Attractiveness, Efficiency, Perspicuity, Dependability,
Stimulation, Novelty

[Fadhil et al., 2018] 4 Questionnaire Created for the Study of Fadhil
et al. [2018]

Enjoyment, Attitude, Trust

[Fahn and Riener, 2021] 3 User Experience Questionnaire - Short -UEQ-S Attractiveness, Efficiency, Perspicuity, Dependability,
Stimulation, Novelty

[Xiao et al., 2019] 5 Interview Created for the Study of Xiao et al.
[2019]

Enjoyable, Likeable

[Elsholz et al., 2019] 6 Existing Questionnaire used in Elsholz et al.
[2019]

General UX

[Kim et al., 2019] 7 Usefulness, Satisfaction, and Ease of use - USE Enjoyment

[Chen et al., 2021] 8 Existing Questionnaire used in Chen et al.
[2021]

Privacy Intrusive

[Fiore et al., 2019],
[Flohr et al., 2021],

[Denecke et al., 2020],
[Torkamaan, 2023] ,

[Kernan Freire et al., 2023] ,
[Sharma et al., 2021] 9 User Experience Questionnaire - UEQ Attractiveness, Efficiency, Perspicuity, Dependability,

Stimulation, Novelty

[Jin et al., 2019] 10 Questionnaire Created for the Study of Jin et al.
[2019]

Interest, Trust, Diversity, Easy to Report, Feedback, Un-
derstanding, Difficulty, Expectation, Intention to Use

[Lee et al., 2021] 11 Existing Questionnaire used in Lee et al. [2021] Trust, Engagement, Intimacy, Self-reflection,m Self-
awareness

[Lee et al., 2021] 12 Existing Interview used in Lee et al. [2021] Engagement, Impressions

[Völkel and Kaya, 2021] 13 Big Five Inventory-2 Likeable

[Jain et al., 2018] 14 Questionnaire Created for the Study of Jain et
al.

Fun, Frustration

[Wald et al., 2021] 15 Existing Questionnaire used in Wald et al.
[2021]

Trust

[Park et al., 2021] 16 Existing Questionnaire used in Park et al.
[2021]

Enjoyment, Trust, Engagement, Psychological Well-
being, Anxiety, Attention, Intention to Use, Adaptabil-
ity, Sociability, Social Influence, Social Presence, Inter-
pretation, Psychological Impact

[Park et al., 2021] 17 Existing Interview used in Park et al. [2021] General UX, Perceptions of Social Disclosure

[Yun et al., 2020] 18 Questionnaire Created for the Study of Yun
et al. [2020]

Revealing Emotional Expression, Usefulness of Emo-
tional Expression, Naturalness

[Benke et al., 2020] 19 Affective Benefits and Costs of Communica-
tion Technology - ABCCT

Emotion Perception

[Benke et al., 2020] 20 Interview Created for the Study of Benke et al.
[2020]

Engagement, Social Presence, Privacy, Expression of
Emotion, Social Support, Commitment, Unmet Expec-
tations

[De Nieva et al., 2020] 21 Questionnaire Created for the Study of
De Nieva et al. [2020]

Humanity, Affection

[Wambsganss et al., 2021] 22 Existing Questionnaire used in Wambsganss
et al. [2021]

Enjoyment

[Bawa et al., 2020] 23 Questionnaire Created for the Study of Bawa
et al. [2020]

Humanity

[Portela and Granell-Canut, 2017] 24 Visual Analogue Scale - VAS Anxiety, Happiness, Sadness, Anger, Surprise, Tran-
quility, Vigor

[Portela and Granell-Canut, 2017] 25 Multidimensional Integrative Model - MIM Interest, Frustration, Discomfort, Well-being

[Portela and Granell-Canut, 2017] 26 Interpersonal Reactivity Index - IRI Empathy
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Table 7. Identified UX Evaluation Technologies: Continuation

Ref ID Technology Hedonic Aspects of UX

[Liu et al., 2020] 27 Interview Created for the Study of Liu et al.
[2020]

Engagement

[Kattenbeck et al., 2018] 28 Questionnaire Created for the Study of Katten-
beck et al. [2018]

Easy to Report, Intention to Use, Fun

[Bae Brandtzæg et al., 2021] 29 Interview Created for the Study of
Bae Brandtzæg et al. [2021]

Trust, Privacy, Appreciation, Emotional Support

[Iniesto et al., 2023] 30 Interaction with VA Created for the Study of
Iniesto et al. [2023]

General UX

[Iniesto et al., 2023] 31 Observation Created for the Study of Iniesto
et al. [2023]

Disability disclosure, Use of Assistive Technologies,
Alternative Formats you may Like to Use in your Mod-
ule Material and your Preferences About Tutors, Tutori-
als, Communication Preferences

[Iniesto et al., 2023] 32 Open-ended Experience questionnaire Created
for the Study of Iniesto et al. [2023]

General UX

[Iniesto et al., 2023] 33 Interview Created for the Study of Iniesto et al.
[2023]

Experience, Language and Voice, Conversation, Sum-
mary, Relationship with the Disability Support Form,
General

[Iniesto et al., 2023] ,
[Cai et al., 2023] 34 Technology Acceptance Model - TAM Perceived Usefulness, Attitude, Intent to Use

[Iniesto et al., 2023] 35 Conversational User Interface Accessibility
Questionnaire - CUIAQ

Made Sense, Easy to Navigate, Able to Predict, Com-
patible, Accessibility Preferences, Not Excessively De-
manding, Enough time, Well-defined Options, Commu-
nicate, Communicating

[Iniesto et al., 2023] 36 Feedback questionnaire Created for the Study
of Iniesto et al. [2023]

General UX

[Iniesto et al., 2023] 37 Speech User Interface Service Quality Reduced
- SUISQ-R

User Goal Orientation (UGO), Customer Service Be-
haviour (CSB), Verbosity (V)

[Cai et al., 2023] 38 Proactive Guidance - PG Self-awareness, User Acceptance, Mental Wellbeing

[Cai et al., 2023] 39 Social Information - SI Self-awareness, User Acceptance, Mental Wellbeing

[Cai et al., 2023] 40 User study/test Created for the Study of Cai
et al. [2023]

Emotional Resonance (times), Expression Length
(words), Expression Depth Music, Rating Engagement
Duration (seconds)

[Cai et al., 2023] 41 Questionnaire to Measure Users’ Perceived
Need Satisfaction and User Acceptance Created
for the Study of Cai et al. [2023]

Autonomy, Competence, Relatedness

[Cai et al., 2023] 42 Warwick-Edinburgh Mental Well-being Scale -
WEMWBS

Mental Wellbeing

[Cai et al., 2023] 43 Open questions Created for the Study of Cai
et al. [2023]

Self-awareness

[Zorrilla and Torres, 2022] ,
[Chen, 2022] ,

[Sharma et al., 2021],
[Gambetta et al., 2021],
[Daniel et al., 2022] 44 Chatbot Usability Questionnaire - CUQ General UX

[Zorrilla and Torres, 2022] 45 Hedonic Feelings Questionnaire - HFQ Hedonic Aspects of UX

[Schmitt et al., 2022] 46 User study/test Created for the Study of Schmitt
et al. [2022]

Generally Accurate, Exciting, Enjoy, Users’ Perceived
Social, Sense of Sociability

[Jung et al., 2022] 47 Intrinsic Motivation Inventory -IMI(Partial) Interest-Enjoyment (INT-ENJ), Perceived Competence

[Jung et al., 2022] 48 User Engagement Scale - UES-SF Engagement, Focused Attention, Perceived Usability,
Aesthetic Appeal, Reward Factor, Overall

[Jung et al., 2022] 49 Trust in Automation - TiA Propensity to Trust, Trust in Automation Dimensions

[Moilanen et al., 2022] 50 User Engagement Scale survey in Short Form -
UES-SF

Focused Attention, Perceived Usability, Aesthetic Ap-
peal, Reward Factor

[Moilanen et al., 2022] 51 Interview Created for the Study of Moilanen
et al. [2022]

Positive and Negative Aspects of Personality
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Table 8. Identified UX Evaluation Technologies: Continuation

Ref ID Technology Hedonic Aspects of UX

[Jin et al., 2021] 52 Conversational recommender system - User Ex-
perience - CRS-UX

Recommendation Accuracy, Explanation, Novelty, In-
teraction Adequacy, CUI Attentiveness, CUI Under-
standing, CUI Response Quality, User Control, Trans-
parency, CUI Rapport, CUI Engagingness, CUI Human-
ness, Trust, Confidence, Satisfaction, CUI Adaptability,
Perceived Usefulness, Intent to Use, Perceived Ease of
Use, Overall

[Flandrin et al., 2022] 53 Look-alike Method of Instruction General UX

[Flandrin et al., 2022] 54 UX curve Stimulation level, Ease of Use, Frequency of Use

[Torkamaan, 2023] 55 Open questions Created for the Study of Torka-
maan [2023]

General UX

[Wambsganss et al., 2022] 56 User study/test Created for the Study of Wamb-
sganss et al. [2022]

Interactional Enjoyability, Perceived Social Presence,
Self-Disclosure

[Liu et al., 2022] 57 User study/test Created for the Study of Liu
et al. [2022]

Funniness, Appropriateness, Use Again, Damage Con-
trol, Thoroughness, Manners, Moral Agency, Emo-
tional Intelligence, Satisfaction

[Law et al., 2022] 58 Existing Questionnaire Used in Law et al.
[2022]

Trust General, Task-specific Trust , Trusting Belief Reli-
ability, Perceived Anthropomorphism, Social Presence

[Cai et al., 2022] 59 Ten Item Personality Inventory (TIPI) Openness to Experience, Conscientiousness, Extrover-
sion, Agreeableness, Neuroticism

[Cai et al., 2022] 60 Trust Measurement Perceived Recommendation Quality, Perceived Conver-
sational Interaction, Perceived Efort

[Essop et al., 2023] 61 UTAUT2 Framework Behavior Intention

[El Hefny et al., 2021] 62 Acceptance scale Usefulness, Satisfaction Rate

[Zhang et al., 2022] 63 Questionnaire Created for the Study of Zhang
et al. [2022]

Resistance to the Bot’s Answer, a Little Unpleasant,
Numbness, Identify With the Bot’s Efforts, Satisfaction
with the Answer

[Zhang et al., 2022] 64 Importance Analysis of Persuasiveness and
Self-efficacy

Intention Detection, Identity Recognition, Learning
Record, Emotional Expression, Knowledge Guide

[Day and Shaw, 2021] 65 Existing Questionnaire Used in Day and Shaw
[2021]

Clear, Fluent, Related, Useful, Helpful for Administra-
tive Procedures, Helpful for the Characteristics of the
Department, Future Career Planning

[Dopler and Göschlberger, 2022] 66 Questionnaire Created for the Study of Dopler
and Göschlberger [2022]

General UX

[Al-Emran et al., 2024] 67 Integrated chatbot acceptance-avoidance model
- ICAAM

Performance Expectancy, Effort Expectancy, Social In-
fluence, Facilitating Conditions, Hedonic Motivation,
Habit, Technology Threat Avoidance Theory

[Alazraki et al., 2021] 68 User study/test Created for the Study of
Alazraki et al. [2021]

General UX

[Yu et al., 2021] 69 User study/test Created for the Study of Yu et al.
[2021]

General UX

preferences, Experience, Language and voice, Conversation,
Summary, Relationship with the Disability Support Form,
General, Attitude, made sense, easy to navigate, able to pre-
dict, compatible, accessibility preferences, not excessively
demanding, enough time, well-defined options, communi-
cate, communicating, User goal orientation (UGO), Cus-
tomer service behaviour (CSB), Verbosity (V), Emotional
Resonance (times), Expression Length (words), Expression
DepthMusic, Rating Engagement Duration (seconds), auton-
omy, competence, relatedness, generally accurate, exciting,
enjoy, users’ perceived social, sense of sociability, Interest-
Enjoyment (INT-ENJ), Perceived Competence, Engagement
(1 each).

The most frequent hedonic aspect found on the SMS ex-
tension is the general UX. For example, in Alazraki et al.

[2021], the authors conducted a user study that included a
questionnaire containing multiple-choice questions to evalu-
ate various aspects of the user experience. Participants were
asked to rate: ”(a) the chatbot’s ability to demonstrate empa-
thy; (b) each user’s level of engagement; (c) the usefulness of
the platform; (d) the chatbot’s ability to identify emotions.”
Additionally, other papers such as Zorrilla and Torres [2022]
and Chen [2022], which used the CUQ (Chatbot Usability
Questionnaire), were also identified as examples of general
UX.

After a detailed analysis of the SMS extension, we identi-
fied 198 hedonic aspects. We verified that 10 of the 132 hedo-
nic aspects (SMS Part 2) had already been identified in SMS
Part 1, resulting in a total of 188 different hedonic aspects in
the complete set (SMS Parts 1 and 2). Overall, the hedonic
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Table 9. SMS results for each of the sub-questions

Subquestions Possible anserws Results SMS Results Extension Total

Technologies % Technologies % Technologies %

SQ2 Specific 8 27.59% 16 32.65% 24 30.77%

Generic 21 72.41% 33 67.35% 54 69.23%

SQ3 Existing 18 62.07% 31 62.27% 49 62.82%

Created 11 37.93% 18 36.73% 29 37.18%

SQ6
Quantitative 23 79.31% 37 75.51% 60 76.92%

Qualitative 5 17.24% 8 16.33% 13 16.67%

Mixed 1 3.45% 4 8.16% 5 6.41%

Chatbots % Chatbots % Chatbots %

SQ8 Yes 5 19.23% 13 52% 18 35.30%

No 21 80.77% 12 48% 33 64.70%

SQ9

Task oriented 0 0% 1 4% 1 1.95%

Conversation-
oriented 18 69.23% 14 56% 32 62.75%

Conversation
and task
oriented

8 30.77% 10 40% 18 35.30%

No 0 0% 0 0% 0 0%

Assessments % Assessments % Assessments %

SQ11 Yes 0 0% 1 3.85% 1 1.92%

No 26 100% 25 96.15% 51 98.08%

SQ12 Yes 6 23.08% 3 11.54% 9 17.31%

No 20 76.92% 23 88.46% 43 82.69%

aspects identified in Part 1 and 2 of SMS encompass General
UX, Attractiveness, Efficiency, Perspicuity, Dependability,
Stimulation, Novelty, Social Presence, Humanity, and Pri-
vacy.

4.2 SQ2. Specificity of evaluation technology
The analysis for this sub-question indicates a lack of chatbot-
specific UX assessment technologies. Most of the identified
technologies are designed to evaluate any software (72.41%,
N= 21) as depicted in Table 9. One example is theUser Expe-
rience Questionnaire (UEQ), applied by Fiore et al. [2019] to
evaluate the experience with using a chatbot for IT support.
Regarding the chatbot-specific technologies, Jin et al.

[2019] applied a questionnaire with 14 questions specifically
developed to evaluate the chatbot Musicbot. One of the ques-
tions asked is “I felt in control of modifying my taste using
MusicBot” (aspect: control). Despite being chatbot-specific,
this technology cannot be reused in evaluating other conver-
sational systems since it is context-dependent. In contrast,
the questionnaire developed by Fadhil et al. [2018] usesmore
generic questions, such as “The more I interacted with the
agent, the more I liked the experience” (aspect: enjoyment),
so it can be used to evaluate chatbots regardless of function

and application.
The SMS extension (Part 2) emphasizes the lack of

chatbot-specific UX assessment technologies. Most of the
identified technologies are designed to evaluate any software
(67.35%, N = 33). One example is the Technology Accep-
tance Model (TAM), applied by Cai et al. [2023] in a chatbot
that guides users to be self-aware and express their feelings
when listening to music.
Regarding the chatbot-specific technologies, Iniesto et al.

[2023] applied the Conversational User Interface Accessibil-
ity Questionnaire (CUIAQ) to explore the potential of CUI to
improve the experience of disclosing disabilities and access-
ing support in the context of higher education. The question-
naire has 10 sentences that can be answered with a 7-point
Likert scale. An example of the sentence is ”The sequence
of the conversation made sense”.
Analyzing the total technologies identified in this SMS

(Part 1 and Part 2), we found that 30.77% (N=24) of the tech-
nologies were specific to chatbots, and 69.23% (N=54) were
generic.
Our results reveal that information on chatbot-specific ex-

perience is not being investigated in depth, which may im-
pose barriers to performing a complete analysis of the chat-
bot’s UX. Chatbots have unique characteristics such as natu-
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Figure 2. Conferences

ral language interaction and personification. The lack of in-
struments that address these characteristics may prevent pos-
sible quality improvements in UX.

4.3 SQ3. Basis of evaluation technology
In Part 1 of SMS, our analysis shows that creating a chatbot-
specific UX assessment is a less common practice than using
existing technologies. Most of our primary studies applied
existing technologies. Only 37.93% (N = 11) of the identi-
fied technologies were created specifically for the study (Ta-
ble 9). For example, Chen et al. [2021] applied an existing
questionnaire based on the study by Xu et al. [2008] to evalu-
ate UX in terms of intrusive privacy. In contrast, Kattenbeck
et al. [2018] developed a questionnaire to determine the par-
ticipants’ experience with Airbot. This result suggests that
not many technologies were created to carry out chatbot UX
assessments and indicates that using existing technologies to
carry out the assessments is more common.
When analyzing the 2nd part of this SMS (2021-2023),

it becomes evident that most of the identified technologies
are already existing, representing 63.27% (N=31) of the total
(Table 9). For example, in the study conducted by Law et al.
[2022], a questionnaire based on the work of Lankton et al.
[2015] was used to evaluate a customer service chatbot. In
contrast, Dopler and Göschlberger [2022]’s work adopted a
previously designed questionnaire to evaluate an educational
chatbot with 10 sentences. One example of a sentence is
“The bot has motivated me to continue”.

Analyzing the total technologies identified in this SMS
(Part 1 and Part 2), we found that only 37.18% (N=29) of the
technologies were created for the study and 62.82% (N=49)
are existing technologies (Table 9) . It is important to note
that there is no standard for building or applying technologies
created for a specific study. Since they are not methodolog-
ically validated, these technologies are subject to bias and
manipulation. In addition, the chatbot context impacts the
user experience, raising a relevant question: is it ideal for
the evaluation technology to consider the system’s domain
when evaluating UX, or should it serve any conversational
system? A study should be carried out to understand the im-
pact of considering the chatbot domain in the UX evaluation
and whether specific or generic evaluations are the best.

4.4 SQ4. Method of data collection

According to our results in Part 1 of this SMS, the most ap-
plied method for UX data collection is the 7-point Likert
scale (N = 12), followed by the 5-point Likert scale (N =
10) and open questions (N = 5). The Likert scale is a set of
statements (items) in which participants are asked to demon-
strate their level of agreement with the statement [Joshi et al.,
2015]. Park et al. [2021] applied two data collectionmethods
(7- and 5-point Likert scale) to evaluate hedonic aspects such
as Psychological Well-being, Pleasure, General Experience,
and Psychological Impact. One example of a 7-point Likert
scale item is “I feel hopeful about my future” (psychological
well-being).
In the SMS extension (Part 2), the most applied method

for UX data collection is the 5-point Likert scale (N = 17),
followed by the 7-point Likert scale (N = 15) and open ques-
tions (N = 7). In El Hefny et al. [2021], the 5-point Likert
Scale was used to evaluate hedonic aspects such as useful-
ness and satisfaction rate, and ”the range of the user satis-
faction scores is from -2 (not useful/not satisfying) to 2 (use-
ful/satisfying)”. Furthermore, the 5-point Likert data collec-
tion method is gaining more prominence, we can consider
that this increase is mainly due to the increased use of CUQ
(Chatbot Usability Questionnaire) technology that uses this
data collection method.

4.5 SQ5. Evaluation technology composition

To answer this sub-question, we collected the characteristics
of each assessment technology, such as interviews, question-
naires and metrics. In one of the studies which used inter-
views with questions designed by the authors Benke et al.
[2020], they asked the participants “How was the perception
of the chatbot?” and also “Howwas your experience with the
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appearance of the chatbot?” to evaluate the text-based chat-
bot to assist teams in previously identified challenges.
In the study conducted by Fiore et al. [2019], the User Ex-

perience Questionnaire (UEQ) was adopted, an assessment
instrument that uses a 7-point Likert scale to measure var-
ious aspects of the user experience. This questionnaire ad-
dresses key elements including Attractiveness, perspicuity,
efficiency, dependability, stimulation and novelty. The com-
plete UEQ form used in the research can be viewed in Figure
4.
In the SMS extension (Part 2), a study is presented in

Alazraki et al. [2021], where a user study was designed for
the research. The study questionnaire contained multiple-
choice questions that aimed to evaluate the chatbot’s ability
to exhibit empathy, the level of involvement of each user, the
usefulness of the platform, and the chatbot’s ability to iden-
tify emotions [Alazraki et al., 2021].
Gambetta et al. [2021] used the Chatbot Usability Ques-

tionnaire (CUQ), a questionnaire based on a 5-point Likert
scale, which aims to evaluate the user experience in general.
Although the CUQ is primarily a usability questionnaire in-
tended to measure chatbot effectiveness and ease of use, it
can also be considered an instrument to evaluate user ex-
perience broadly (general UX). For example, ”the chatbot
seemed very unfriendly”. Figure 5 presents all the sentences
of CUQ.
Due to space limitations, to better analyze the results and

for an in-depth list of technology’s characteristics, the tech-
nical report of Part 1 can be consulted in Souza et al. [2023]
and of the Part 2 in Mariano et al. [2024].

4.6 SQ6. Type of analysis

Most technologies (Part 1) (79.31%, N = 23) extract quantita-
tive data and 17.24% (N = 5) of them extract qualitative data
(Table 9). Mixed data is used in only one technology [Elsholz
et al., 2019], in which participants answered five questions
on a 7-point Likert scale and one open question. This result
aligns with the outcomes of the SQ4 question, which states
that quantitative scales are the most frequent response collec-
tion method.
In the SMS extension analysis (Part 2), we observed that

the majority of extracted data continues to be quantitative,
representing 75.51% (N=37) of the total (Table 9). However,
the number of studies with mixed methods increased to four.
An example is the work of Schmitt et al. [2022], in which
15 items were included in the user test to evaluate partici-
pants’ perception of the Hermine system, a chatbot to sup-
port students in retrieving relevant course information and
presenting information related to course questions. Quanti-
tative data were assessed on a 7-point Likert scale, adapted
from a previous source. In addition, three qualitative ques-
tions were asked.
When analyzing the SMS (Part 1 and 2), we have 76.92%

(N=60) publications extracting quantitative data, 16.67%
(N=13) qualitative data, and 6.41% extracting mixed data
(Table 9).

4.7 SQ7. Chatbot function
To answer this sub-question (Part 1 of SMS), we qualita-
tively searched the studies to identify the characteristics of
the chatbots evaluated in the papers. For example, Park et al.
[2021] implemented two chatbots to instruct users to write
about some of their most difficult experiences in life. They
are based on the combination of three therapeutic techniques
that can help the user to reflect on past feelings, social rela-
tionships, or situational circumstances as well as themselves.
Portela and Granell-Canut [2017] presented two chatbots to
understand the nature of emotional engagement between the
individual psychological mindset and a chatbot during a con-
versation.
Some of the chatbot domains we found include conversa-

tional learning tools; motivational coaching for the elderly;
collecting data on mental and physical well-being; manag-
ing banking transactions; simulating a visit to a doctor; IT
support of a company; and a movie recommendation system.
Most domains relate to user activities that, by their nature,
arouse emotions in the users, such as psychological-related
or education and learning interactions. However, current
chatbot users are highly exposed to, for example, customer
service chatbots which are more practical, productivity-
oriented interactions. Because such domains do not evoke
hedonic aspects directly, according to our results, they may
have been neglected in the literature.
The SMS extension (Part 2) revealed a wide range of ap-

plications for chatbots, demonstrating their versatility and po-
tential in different contexts. Some of the applications include
using chatbots to improve the experience of disclosing dis-
abilities and accessing support in higher education [Iniesto
et al., 2023], guiding users to be self-aware and express their
feelings when listening to music [Cai et al., 2023], motiva-
tional coaching through a fully data-driven conversational
agent [Zorrilla and Torres, 2022; Alazraki et al., 2021], sup-
port students in retrieving course-relevant information and
presenting course-related questions [Schmitt et al., 2022],
customer service [Day and Shaw, 2021], combatingmisinfor-
mation during the Covid-19 pandemic [El Hefny et al., 2021],
introducing context awareness and emotion management to
improve students’ emotional confidence [Zhang et al., 2022].
These applications highlight chatbots’ ability to provide sup-
port, guidance, and interaction across various scenarios.
Althoughwe found papers that address ChatGPT and other

generative AI chatbots, it is interesting to note that none
passed the first and second filters. This suggests that al-
though ChatGPT is receiving considerable attention, studies
that focus on evaluating the hedonic aspects of user experi-
ence in text chatbots are not yet being conducted. This re-
search gap is notable as hedonic experience is essential in
user adoption and satisfaction with conversational technolo-
gies.

4.8 SQ8. Chatbots created for a specific group
Considering the identified chatbots (Part 1 of SMS), only five
(19.2%) were created for specific groups, while the majority
(80.77%, N = 21) did not aim at a particular group of people.
The specific groups we find are the elderly (N = 1), teenagers
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Figure 4. User Experience Questionnaire [Laugwitz et al., 2008]

in Korea (N = 1), and students (N = 3) (Table 9). For example,
El Kamali et al. [2020] evaluates a chatbot developed as a
motivational coach for the elderly. The chatbot presented in
De Nieva et al. [2020] helps students relieve the stress of
the academic workload. Finally, Kim et al. [2019] evaluated
a chatbot to collect demographic information and questions
about internet use by teenagers in Korea. Our findings reveal
that most of these technologies are not developed for a target
audience, and the lack of this specificity can affect the UX,
sincewithout knowing the user profile, the developers cannot
anticipate the interaction. Users with more digital maturity
may have fewer challenges navigating the conversation than
the less experienced users.
In the extension of the SMS (Part 2), it is observed that

the majority of chatbots were designed to serve a specific
group of people, representing 52% (N=13) of the total (Ta-
ble 9). This targeted approach allows chatbots to be adapted
to the unique needs and characteristics of each user group.
Examples of specific groups include the chatbot presented
by Schmitt et al. [2022], developed for students, the chat-
bot aimed at employees in the hotel sector discussed by Flan-
drin et al. [2022], and the chatbot aimed at chemistry stu-
dents mentioned in Sharma et al. [2021]. This specialization
allows for more effective and personalized interaction, con-
tributing to a more satisfactory and relevant user experience
in different contexts and areas of activity.
It is essential to recognize the importance of developing

chatbots targeted at specific groups of users, as the user ex-
perience can vary considerably between different types of
users. Proper contextualization is essential to ensure chat-
bots meet the specific needs, preferences, and skills of each
demographic or user group. By taking into account factors
such as age, gender, technology skills, and usage goals, de-

velopers can create more personalized and relevant chatbot
experiences. This not only improves user satisfaction but
also increases the overall effectiveness and usefulness of the
chatbot for the specific target audience. Therefore, highlight-
ing this contextualization in the design and development of
chatbots is crucial to ensure an optimized and satisfactory
user experience for all users.

4.9 SQ9. Type of chatbots
More than half of the chatbots (Part 1 of SMS) we found
(69.2%, N = 18) (Table 9) are both conversation- and task-
oriented. The remainder chatbots are conversation-oriented
only. We did not find chatbots that are task-oriented only.
One example of conversation-oriented chatbot was presented
by Denecke et al. [2020] to assist the user in regulating their
emotions. Jain et al. [2018] developed chatbots for both con-
versation and shopping.
In the extension of the SMS (Part 2), the analysis revealed

that the majority of chatbots found are of the conversation-
oriented type, totaling 56% (N=14). Furthermore, 40%
(N=10) of the chatbots identified are both conversational and
task-oriented, while only one chatbot found is exclusively
task-oriented, representing 4% of the total (Table 9). These
results highlight the predominance of the chatbot approach
focused on interaction through conversations, which reflects
the growing emphasis on natural communication and the sys-
tem’s ability to understand and respond. However, the pres-
ence of both conversational and task-oriented chatbots indi-
cates a trend towards more versatile systems, capable of of-
fering both support in terms of information and in carrying
out specific actions for users.
The findings show that chatbots usually perform at least
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Figure 5. Chatbot Usability Questionnaire [Holmes et al., 2019]

one defined function, which can be a general conversation
or performing tasks. This finding raises the question: are
there chatbots that perform neither conversation nor tasks?
It should be investigated whether there are chatbots that do
not perform any of these functions, and if so, what their use
is.

4.10 SQ10. How the chatbot was evaluated
To answer this sub-question (Part 1 of SMS), we qualitatively
analyzed the studies to identify how the researchers carried
out the evaluations in terms of the tasks to users, the instruc-
tions to answer the questionnaires, and the order of comple-
tion (pre or post-interaction evaluation). For example, De-
necke et al. [2020] performed the assessment by creating six
tasks, and the users were asked to complete the tasks to evalu-
ate specific functionality. Participants provided feedback on
whether they were able to complete the task and possible is-
sues that may have occurred. Additionally, the participants
assessed concrete aspects of the user experience using the
UEQ. Analyzing this result, it is noted that there is no stan-
dard in the evaluation, that is, each author defines his/her way
of conducting the experiment.
In the extension of the study (Part 2), two main ways

of evaluating the chatbot were identified: controlled exper-
iment, representing 60% (N=15), and case study, totaling
40% (N=10). An example of evaluation through a controlled
experiment is found in the paper of Law et al. [2022], in
which a 2x3 factorial experiment was conducted with 251
participants. They were asked to perform three tasks with a
chatbot for an online bank under one of six conditions, vary-
ing in humanity and conversational performance. As an ex-
ample of a case study, we have the paper of Alazraki et al.
[2021], in which a evaluate the application through a human
trial with N=16 subjects from the non-clinical population,
as well as two medical professionals specialised in mental
health when interacting with a computational framework that
augments a rule-based agent for the delivery of selfattach-
ment technique (SAT). These evaluation approaches provide
valuable insights into the performance and effectiveness of
chatbots in different contexts and usage scenarios.

4.11 SQ11. Empirical evaluation
The results revealed that none of the UX assessment tech-
nologies in chatbots found were empirically evaluated (SMS
Part 1). This was because none of the selected papers focused
on the UX assessment technology, but using the technology
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to assess one or more chatbots.
In the extension of the SMS (Part 2), a technology was

identified being empirically evaluated, representing 3.85%
of the total (Table 9). An example of this type of evaluation
can be found in the paper of Jin et al. [2021], in which the au-
thors report that they used an empirical approach, applying
psychometric methods to evaluate the reliability and validity
of the proposed model. This methodology contributes to a
more precise and well-founded understanding of the effec-
tiveness and applicability of the technology in question.
It is relevant to conduct evaluations of the technologies

as a way of validating them and ensuring that they they are
consistent and reliable. Performing empirical evaluation re-
quires seeking aspects such as verification of feasibility and
validation, which are important steps to refine the technol-
ogy and identify problems that can interfere with the quality
of the evaluation [Shull et al., 2001].

4.12 SQ12. Aspects of emotional health in UX
evaluation

In Part 1 of SMS, we found that only a few studies (23.1%,
N = 6) considered some aspect of the user’s emotional health
(Table 9). Those who considered it, most applied question-
naires aimed at assessing mental health, physical and psycho-
logical well-being, or considered the user’s emotional health
during the UX assessment. For example, Lee et al. [2021]
evaluated self-reflection and self-awareness, and the chatbot
in question had the function of leading the user to improve
his writing.
In the extension SMS (Part 2), a small portion, represent-

ing only 11.54%, considered some aspect of the user’s emo-
tional health (Table 9). An example of this is found in the pa-
per of Alazraki et al. [2021], which evaluates empathy during
the study and the level of emotion of users. This approach
demonstrates the importance of considering not only func-
tional but also emotional aspects when interacting with chat-
bots, aiming to providemore humanized experiences adapted
to users’ emotional needs.
Although there are few studies that consider the user’s

emotional health, it is noted that there is already a concern
on the part of the authors to include such aspects in the eval-
uation of UX. However, further investigations, that take this
factor into account, should still be produced, since the invest-
ment in hedonic aspects has advantages, as in a commercial
context, to retain customers [Chitturi et al., 2008].

4.13 SQ13. How the user’s mental state was
assessed

We inspected the studies to identify how the user’s mental
state was assessed. In the UX evaluation carried out in the
study by Yun et al. [2020], the following aspects are eval-
uated: revelation of emotional expression and usefulness of
emotional expression. In Benke et al. [2020], the aspects per-
ceived emotion and expression of emotion are considered.
Both reflect the user’s emotional state and were evaluated
through the Affective Benefits and Costs of Communication
Technology (ABCCT). Knowing that there are assessment

technologies aimed at mental state, such as ABCCT, it is fea-
sible to suggest that, in other studies of chatbot evaluation, a
stage of concern for the well-being of the user is added, and
that there is not even the need to create a new way of doing
this, since there are methods that already do this.
In the SMS extension (Part 2), Cai et al. [2023] evaluates

empathy during the study and the level of emotion, while
Moilanen et al. [2022] addresses users’ preference in rela-
tion to chatbots to find self-care solutions for mental health,
through a classification question. Additionally, Cai et al.
[2023] also investigates users’ mental well-being, measured
using a 7-item short version of the Warwick-Edinburgh Men-
tal Well-Being Scale (WEMWBS), which assesses mental
well-being based on in the experiences reported by intervie-
wees over the past week. Figure 6 presents the WEMWBS
questionnaire, providing a standardized instrument to assess
users’ mental well-being in relation to the use of chatbots for
self-care and mental health.

5 Discussion
The quantitative results obtained in this SMS (Part 1 and
2) were generated from the responses to each research sub-
question, and some of them are presented in Table 9. Overall,
69 different evaluation technologies were found in the exam-
ined studies.
Regarding the hedonic aspects identified in the SMS, I

would like to point out the increase in the number of hedo-
nic aspects identified in Part 2. While Part 1, covering up to
October 2021, found 66 hedonic aspects, the extension con-
ducted (between November 2021 and June 2023) revealed
132 hedonic aspects, more than double in the initial total. Ad-
ditionally, Part 1 highlighted ”trust” as the most recurrent he-
donic aspect, whereas in the extension phase, ”general UX”
emerged as the predominant aspect. The significant increase
in the number of hedonic aspects and the shift in priorities
indicate that a broader range of hedonic aspects are being
considered in evaluating the UX of text-based chatbots. It
is also noteworthy that, between Part 1 and Part 2, only 10
aspects were the same.
Our analysis shows there is little variety in the format of

the technology, as most of the studies use questionnaires and
interviews, almost the same result that Tubin et al. [2022]
found, once he states that are extensive use of questionnaires
created by the authors in the methods discovered in their
study. In this SMS, only 30% of the technologies are spe-
cific to text-based chatbots, which shows little specificity in
the evaluations of this type of system. In comparison with
the result of Guerino and Valentim [2020] there is a notable
discrepancy, as the authors found a balance in the presence
of specific and non-specific technologies for conversational
systems. It is worth mentioning that conversational systems
can be chatbots, conversational agents, virtual assistants, ap-
plications with voice functions, among others. This can have
an impact on the outcome of the evaluation, since in sev-
eral studies particular characteristics of this type of conver-
sational systems are not examined.
Regarding the way the answers are collected, most tech-

nologies use quantitative methods, which impacts the speci-
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Figure 6. Warwick-Edinburgh Mental Well-Being Scale [Watson, 2018]

ficity of the evaluations, since it does not allow the user to
expose, in a detailed way, how their experience was. Con-
sidering the study by Ren et al. [2019], this is not positive,
since in his research he states that for a chatbot usability as-
sessment it is necessary to consider the context of the use
of the system and in which situation it will be applied. The
same need is noted for a UX evaluation study. Only through
quantitative methods, it is not possible to have this depth in
the analysis.
Considering the chatbots evaluated in the identified arti-

cles, in Part 1 of the SMS, it was recognized that the mi-
nority is specific to a group of users. This finding shows
that almost all chatbots found in this SMS are designed and
developed for any type of user. However, in Part 2 of the
SMS, the results show a significant difference: the major-
ity of the identified chatbots were targeted at specific user
groups. This shift reflects an evolution in the development
approach, with an increasing emphasis on tailoring chatbots
to meet the unique needs and characteristics of distinct target
audiences. We also identified that only one of the chatbots
is directed only at tasks, contrary to what Rapp et al. [2021]
work found, since most of the chatbots found in their search
are task-oriented.
One of the papers examined presented an empirical evalu-

ation of the technologies and it is understandable, as all the
other papers deal with the evaluation of UX in chatbots and
not with the evaluation of UX technologies in chatbots. This
is a result similar toGuerino andValentim [2020], since in his
research less than 7% of technologies discovered were empir-

ically evaluated. Studies in which technologies were created,
they could have beenminimally evaluated, to assure the qual-
ity of the proposed evaluation technology [Shull et al., 2001].

6 Threats to Validity

According to Ampatzoglou et al. [2019], SMSs and system-
atic literature reviews present threats to validity due to the
volume of data, and whether by reading or data analysis.
Hence, it is necessary to apply strategies to reduce the conse-
quences of these threats. In this paper, we used an established
protocol to conduct the SMS, provided by Kitchenham and
Charters [2007], with the purpose of avoid threats related to
the research process.

Another possible threat is the choice of search string terms.
We identified many synonymous to the main terms and per-
formed several tests in the digital libraries to find the ideal
research string. To control for bias in the paper’s selection,
extraction and analysis, these steps were performed by three
researchers. We conducted discussion rounds to find consen-
sus as a strategy to reduce biases.

The absence of a wide-ranging database, such as Scopus,
Web of Science, or Google Scholar, it is also a limitation of
our SMS. In the future, we intend to increase the scope of the
SMS done by adopting more wide-ranging databases.
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7 Conclusion and Future Works
This SMS focused on investigating which technologies are
used to evaluate hedonic aspects of UX in text-based chat-
bots. Our results include 52 papers that include 69 different
technologies for UX assessment. Observing the years of pub-
lication of the studies evaluated, it appears that the topic, UX
evaluation in chatbots, is recent, since the oldest work investi-
gated is from 2017. This data leads us to conclude that there
are still many possibilities for future work and that can ex-
plore the topics of user experience assessment technologies
for chatbots and that the analyses around the subject are just
beginning.
Our results revealed that there are gaps in the field of UX

assessment technologies for chatbots. First, the literature
lacks empirical studies to assess the reliability and consis-
tency of technologies for evaluating hedonic aspects of UX
for text-based chatbots. This has important implications for
the validity of the results obtained by these technologies. Sec-
ond, there is a lack of technologies that address the specific
characteristics of human-chatbot interaction, which indicates
that particular aspects of chatbots, such as identity and so-
cial interaction, are not properly considered when determin-
ing the user experience. Therefore, there is a need to create
and validate text-based chatbot-specific UX technologies so
that it becomes possible to extract target results that can con-
tribute to the design of enriched UX for chatbots.
One of the most surprising results is the evaluation of emo-

tional state in nine selected papers, which does not even rep-
resent a quarter of the total. This result is worrying, as it
demonstrates the lack of research in examining the psycho-
logical well-being of users. The user’s emotional state inter-
feres UXwith the chatbot and therefore should be considered
in the evaluation of UX.
The extension of the SMS served mainly to reinforce the

data found in the initial SMS, highlighting consistencies in
relation to previous results. For example, the predominance
of conversation-oriented chatbots, the lack of empirical eval-
uation of UX evaluation technologies, and the emphasis on
quantitative evaluation methods remained consistent across
both studies. Furthermore, the lack of specificity in chatbot
evaluations and the lack of specific chatbots for user groups
were issues that remained the same as what was observed
in the initial SMS. These consistencies reinforce the impor-
tance of these aspects in chatbot research and highlight key
areas that may require further attention and development in
the future.
When comparing the quantitative data obtained in SMS

Part 1 and SMS Part 2, notable differences are observed in
the approaches adopted. While in SMS Part 1 most of the
papers analyzed used a 7-point Likert scale to collect data
(SQ4), in SMS Part 2, this scale was reduced to a 5-point
Likert scale. Furthermore, when analyzing the presence of
specific chatbots for groups of people (SQ8), a significant
transition between the parties was noted. While in SMS Part
1 the smallest number of chatbots had this characteristic, in
SMS Part 2, the majority of chatbots demonstrated that they
were targeted at specific groups. In short, these discrepan-
cies between SMS parts 1 and 2 of the SMS highlight the
importance of comparative analysis to understand trends and

developments in the field of human-computer interaction.
These results open opportunities for future research, in-

cluding the definition of text-based chatbot-specific tech-
nologies to evaluate hedonic aspects of UX, as well as an em-
pirical evaluation of the new and/or already in-use technolo-
gies. Moreover, our SMS will serve as a basis to continue
the work involving UX in the context of text-based chatbots.
Also, the development of an evaluation technology that fills
the gaps found can be conducted. We hope to contribute to
the scientific community, industry, and society in this con-
text. Besides, we expect that our SMS can serve as a basis
for future SMSs.
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