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Abstract: Real-time effects achieved by path tracing are essential for creating highly accurate illumination effects
in interactive environments. However, due to its computational complexity, it is essential to explore optimization
techniques like Foveated Rendering when considering HeadMounted Displays. In this paper we combine traditional
Foveated Rendering approaches with recent advancements in the field of radiance fields, extending a previous work
and including recent advancements based on Gaussian Splatting. The present paper proposes the usage of mixing
real time path tracing at the fovea region of an HMD while replacing the images at the peripheral by pre-computed
radiance fields, inferred by neural networks or rendered in real time due to Gaussian splats. We name our approach
as Foveated Path Culling (FPC) due to the process of culling raycasts, diminishing the workload by replacingmost of
the screen raytracing tasks by a less costly approach. FPC allowed us for better frame rates when compared to purely
path tracing while rendering scenes in real time, increasing the frame rate speedup proportionally to the display
resolution. Our work contributes to the development of rendering techniques for XR experiences that demand low
latency, high resolution and high visual quality through global illumination effects.
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1 Introduction

New advancements in the field of computer graphics are en-
abling users with the power of real-time path tracing in or-
der to achieve better visuals effects at stable frame rates in
interactive environments due to hardware enhancements and
novel AI based solutions that reduce latency while increasing
image quality [Kilgariff et al., 2018; Caulfield, 2022; Einhon
and Mawdsley, 2023]. Meanwhile, new developments in the
field of artificial intelligence enabled the spawn of a whole
new field of neural rendering techniques: the Neural Radi-
ance Fields (or NeRFs), in which multilayer perceptrons are
fed with images and space coordinates in order to output new
views of a scene [Mildenhall et al., 2021]. The field of neu-
ral rendering for view synthesis is an exciting and important
field of study that not only demands attention, but also in-
spires new and exciting works on visual perception and real-
time rendering. Kerbl et al. [2023] is one of the first radiance
field related solutions that achieves real-time display rates
with high resolutions without trading off quality for speed
nor recurring to raster render pipelines [Chen et al., 2023].
At the same time, the popularization of extended reality

(XR), specially Virtual Reality (VR), devices and applica-
tions [Alsop, 2024] demands better photorrealism in graph-
ics, which implies in including global illumination methods
during render. However, this higher graphic fidelity comes
with the downside of demandingmore expensive hardware to
ensure optimal user experience. This is due to the need for
higher resolutions and lower latency than what is expected

on standard displays to provide immersive experiences in
XR [Swafford et al., 2016; Albert et al., 2017]. While not
achieving high enough resolutions may cause user immer-
sion to break, lower latencies may also cause harm to end
users by the way of cybersickness[Porcino et al., 2021]. This
risk becomes even greater when we realize that VR is be-
coming more accessible to the public by means of education
and work [Tanaka et al., 2023; Souza et al., 2023; Fernan-
des et al., 2022]. Given this, it becomes imperative to search
for strategies that optimize rendering [Swafford et al., 2016;
Weier et al., 2016]. One of such strategies commonly used
is the Foveated Rendering (FR), which relies on the fact that
human sight is not equal throughout the entire eye, having
lower acuity the further the captured image is from the cen-
ter of the retina [Guenter et al., 2012; Mohanto et al., 2022].

In our previous work we proposed a novel foveated render-
ing approach that uses gaze-dependant properties of NeRF-
like technologies in order to simulate path-traced effects in
real time in the peripheral vision. We conducted tests with
standby images in order to show seamless visual percep-
tions by combining both rendering techniques. In this ex-
tension we developed a Vulkan-based visualizer that outputs
radiance fields and real-time ray traced scenes simultane-
ously. We also show and discuss performance improvements
when using the hybrid rendering approach. We implemented
3DGS as the radiance field-based solution allowing better vi-
sual quality, better performance and faster training than the
radiance field solution used in past works [Henriques et al.,
2023].
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This is how we expand on the findings of the last work:

1. We give a new name for Foveated Rendering techniques
that aim to replace path traced images for Radiance
Fields due to their distance to the fovea: Foveated Path
Culling;

2. We experimented our approach mixing the original 3D
Gaussian Splatting implementation with a Vulkan path
tracer, outputting graphics in real time by our technique;

3. We explored the performance gains and how they are af-
fected by the foveal radius while using Gaussian Splat-
ting at the periphery of the screen.

This work is organized as follows: the “Related Works”
section presents in detail important subjects to the compre-
hension of this work; the “Foveated Path Culling” section de-
tails our architectural proposal and the proposed hybrid ren-
dering approach. Following, the “Comparing Visual Qual-
ity” section we present a visual comparison of NeRF-based
Foveated Path Culling against other foveated rendering tech-
niques. At the “User Evaluation” section, we describe, ana-
lyze and discuss results of our user experiment; the “Perfor-
mance Tests” section, on the other hand, has us discussing
in more detail on how Foveated Path Culling with 3DGS en-
hanced rendering performance. Finally, the section “Future
Works and Conclusion” presents our main conclusions and
future works that may increase and outperform even better
our actual findings.

2 Related Works
In this section we first briefly discuss about real time ray trac-
ing elements, and what it implies in the field of VR. In the
second subsection, we present different FR strategies. Lastly,
we briefly discuss the field of radiance fields and how it can
be integrated into FR implementations.

2.1 Path tracing
Path tracing is an approach to conventional ray tracing pro-
posed by Kajiya [1986] in order to optimize the equation
proposed in ray tracing’s seminal work[Whitted, 1979]. The
idea behind traditional ray tracing relies on launching a great
number of rays in order to accurately simulate light trans-
fer, specularity reflections and refraction. Path tracing, on
the other hand, launches a single ray for each ray bounce on
screen[Caulfield, 2022].
Combined with Monte Carlo methods, path tracing deliv-

ers the same properties given by traditional ray tracing in a
much smaller time frame. Because path tracing works by
tracing the rays back from the pixel to the light source in a
limited number of bounces, it needs a certain number of sam-
ples per pixel in order to render an image while minimizing
noise. Because of real-time constraints, using a high num-
ber of samples isn’t always available, so there is a need for
effective denoising solutions[Koskela et al., 2019].
Nowadays, path tracing is how new GPUs with proper ar-

chitectures are able to deliver real-time rendering with ray
tracing[Kilgariff et al., 2018]. However, that doesn’t ex-
clude rasterization from modern rendering pipelines; there

are implementations of hybrid path tracing, which uses both
path tracing and rasterization, in order to utilize strengths
from both methods while delivering real-time rendered im-
ages[Barré-Brisebois et al., 2019]. One example is the
path traced effects implemented by the popular Unity En-
gine[Unity, 2024], which are implemented in the form of sep-
arate visual effects as volumes that alter the High Definition
Rendering Pipeline[Unit, 2023].
On the matter of VR, the introduction of path tracing into

the render pipeline represents a new challenge in order to
maintain an appropriate performance under its own require-
ments. Ray tracing may also cause previous optimization
efforts to become superfluous or insufficient to maintain ad-
equate performance.

2.2 Foveated Rendering
Foveated Rendering encompasses various techniques aimed
at exploiting the limitations of the human visual system to
optimize computing resources by omitting rendering details
that may not be perceived by the eye. This concept stems
from the fact that visual acuity sharply declines as one moves
away from the center of the retina, known as the fovea, due to
an uneven distribution of photoreceptors. While the human
visual system offers a wide monoscopic field of view of ap-
proximately 165 degrees per eye, the fovea covers only about
5 degrees around the optical axis. The area between the fovea
and the periphery, known as the parafovea, can vary up to
approximately 20 degrees [Guenter et al., 2012; Kim, 2022;
Mohanto et al., 2022]. This area represents a small percent-
age of virtual reality headsets’ screens, which tend to offer
vertical FOVs that range from 80 up to 114 degrees [Infinite,
2024].
Although the concept of Foveated Rendering dates back

to the nineties [Levoy and Whitaker, 1990], its relevance
has surged with the recent proliferation of Virtual Reality
(VR) and head-mounted displays (HMDs) [Mohanto et al.,
2022]. As VR gains broader appeal and users demand higher
graphic fidelity, techniques that intelligently allocate com-
puting power to conserve resources become increasingly vi-
tal. This is because lower fidelity graphics can compromise
immersion, while higher latency may induce cybersickness
[Albert et al., 2017; Porcino et al., 2021]. Moreover, the
emergence of untethered HMDs reinforces the importance
of optimizing energy consumption by devices, an area where
Foveated Rendering may also provide assistance [Duinkhar-
jav et al., 2022].
Over the past decade, the field of Foveated Rendering has

witnessed numerous approaches that handle peripheral im-
agery in diverse ways, incorporating gaze tracking or even
eye tracking [Jabbireddy et al., 2022; Mohanto et al., 2022;
Wang et al., 2023]. Among the most popular techniques
are adjustments to screen resolution at the periphery, grad-
ually decreasing resolution further from the fovea. Addition-
ally, other methods such as geometry simplification involve
manipulating meshes to render geometry more efficiently at
the periphery, while color simplification accounts for the re-
duced color sensitivity in peripheral vision [Mohanto et al.,
2022]. Depending on the render pipeline, path tracing tech-
niques also introduce adaptations, such as reducing samples



Foveated Path Culling Henriques et al. 2024

per pixel at the periphery of the screen [Koskela et al., 2019].
One of the most notable techniques in the literature, to our

knowledge, is RectangularMapping-based Foveated Render-
ing (RMFR), acclaimed for its superior visual quality indica-
tors compared to more widely recognized methods, as stated
in its paper. Despite its current implementation relying on
raster-based pipelines, we regard it as the benchmark for vi-
sual quality when evaluating our approach, given its excep-
tional quality and accessibility on GitHub [Ye et al., 2022;
Ye, 2022].

2.3 Radiance Fields
Radiance Fields are a novel field in computer graphics,
largely related to neural rendering due to its inception in the
seminal work ofMildenhall et al. [2021] onNeRFs. They are
described as functions that receive a 5D input (a 3D point in
space and a 2D view direction vector) and output a color, typ-
ically denoted as an RGB value, along with a density param-
eter σ indicating the depth of the point relative to a specific
viewpoint. The inclusion of density values aligns well with
volume rendering techniques [Mildenhall et al., 2021].
Even the seminal paper offers suggestions for optimiza-

tions aimed at accelerating training time and improving in-
ference quality. These include leveraging higher dimen-
sional positions to stabilize network learning and employ-
ing two networks simultaneously to better capture 3D scenes
[Mildenhall et al., 2021]. More recent works present within
the field of Neural Radiance Fields propose many other net-
work architectures [Barron et al., 2022; Chen et al., 2022; Lin
et al., 2024; Müller et al., 2022; Müller et al., 2021; Reiser
et al., 2021; Schwarz et al., 2022; Sun et al., 2022] and other
rendering pipelines besides volume rendering [Chen et al.,
2023; Li et al., 2023; Liu et al., 2020; Schwarz et al., 2022].
Since the inception of NeRFs, some works have tried to

get rid of the neural networks in order to gain performance at
converging results and rendering. Notable examples include
Plenoxels [Fridovich-Keil et al., 2022] and, more recently,
3D Gaussian Splatting [Kerbl et al., 2023] (3DGS). Plenox-
els replace multilayer perceptrons with spherical harmonics,
while 3DGS involves optimizing three-dimensional Gaus-
sian distributions. Particularly, 3DGS has garnered attention
for its interactive frame rates and high-resolution outcomes,
serving as inspiration for numerous subsequent works [Tang
et al., 2023; Wu et al., 2023].
In our scenario, 3DGS holds particular significance as it

enables rapid output of peripheral vision, thereby minimiz-
ing latencywhile rendering high-resolution views. While our
prior work delved into NeRF-based outcomes, the extension
of the work implements this new approach, capitalizing on
its noted advantages.

3 Foveated Path Culling
The main contribution of our previous work primarily
revolves around introducing a novel foveated rendering
paradigm [Henriques et al., 2023]. This paradigm employs a
hybrid rendering approach by incorporating radiance fields
to simulate peripheral vision in real-time rendered scenes,

thereby enhancing the path tracing effects. The main mo-
tivation is that the gaze-dependant properties of radiance
fields would provide a sufficiently adequate surrogate to
gaze-dependant effects that path tracing commonly does. We
justify the choice of NeRFs for the peripheral image due to
their superior visual consistency compared to modifying the
existing image in the standard rendering pipeline, despite a
potential slight reduction in image quality. We also claim
that NeRF is more convenient than raster-based approaches
combined with path tracing, due to the fact that raster is un-
able to accurately simulate lighting effects, such as reflec-
tions, caustics, refraction or transparency, naturally achieved
through path tracers[Whitted, 1980].
The hybrid system is based in a path tracer and a Gaussian

Splatting rendering solution. The path tracer is developed
in C++ and the Vulkan API, incorporating a multiple impor-
tance sampling (MIS) strategy. The path tracer follows the
standard path tracing algorithm, which simulates the behav-
ior of light in a scene by tracing rays from the camera into the
scene and simulating their interactions with surfaces. The
algorithm iteratively traces paths of light rays through the
scene, accumulating radiance along each path until a termi-
nation condition is met.
To improve the efficiency and accuracy of the path tracer,

we employ theMIS techniques, sampling frommultiple prob-
ability distributions and combining the results to estimate the
integral of interest. In our implementation, we applyMIS for
both sampling the light source and sampling the Bidirectional
Reflectance Distribution Function (BRDF).
The scene represented by the foveal region, a fully path

traced scene rendered in real time, would also provide the
training data over the chosen radiance field model. Ideally,
this approach can be used regardless of the technique, with
changes unique to each reconstruction technique used in the
periphery. On our experiments, detailed in Sections 4 and 5,
we used the scene in order to train a NeRF with multireso-
lution hash encoding. On the testing setup used to conduct
the tests featured at Section 6, however, the path traced scene
was used as data to train 3D gaussians.
Rendering the scene using Foveated Path Culling (FPC)

consists of rendering both reconstructions on screen at the
same time. That means having access to both representations
of the same scene on memory: one mesh-based reconstruc-
tion for real-time path tracing, and access to the radiance field
for whatever rendering technique is employed. In this work,
this region uses raster strategies, since we are using 3DGS
for peripheral vision Kerbl et al. [2023].
The rasterization step in 3DGS involves converting three-

dimensional Gaussians into a two-dimensional image. This
process entails projecting each splat onto the image plane
based on its position and orientation relative to the cam-
era. Nvidia CUDA provides a highly parallelizable and
programmable framework that are able to create this par-
ticular gaussian rasterization tasks efficiently on GPU hard-
ware[Laine and Karras, 2011]. Utilizing CUDA, the camera
and projection matrices are applied to the splats’ positions
to transform them into screen-space coordinates. Following
that, the contribution of each splat to the final image is com-
puted by sampling its Gaussian distribution across neighbor-
ing pixels. This rasterization step ensures accurate projection
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Figure 1. Demonstration on how does FPC composes the final image using 3DGS in the peripheral region. In red: the path-traced region, meant to be
focused by the user fovea in a VR display; in blue: the 3DGS region, meant to cover the majority of the display and to be captured by the periphery of the
eye; in green: the overlapping region between 3DGS and path tracing.

of the splats onto the image plane and appropriate blending
of their Gaussian profiles, resulting in a visually coherent ren-
dering of the volumetric data.
The final image is a composite of two rendering processes,

controlled by two variables: an external region denoted as
fov-a and an internal region denoted as fov-b, both measured
in percentage of the screen. The peripheral image is ren-
dered by the 3DGS rasterization process and covers the entire
screen except for the central circular region, defined by fov-b,
while the foveal image rendered by path tracer process covers
a circular region defined by fov-a. As fov-a is always greater
than fov-b, there is a portion of the screen where both ren-
derings overlap. In this overlapping region we apply a linear
interpolation, where the foveal image becomes less apparent
the further we go from the foveal region, while the periph-
eral image becomes more visible. An illustration showing
this process is presented in Figure 1.

4 Comparing Visual Quality
To quantify the differences between the original images pro-
duced by ray tracing, those created by another Foveated
Rendering implementation, and our approach, we utilized
the Structural Similarity Index Measure (SSIM)[Wang et al.,
2004]. We made this choice considering the alignment of
SSIM with human visual perception, as SSIM effectively
models the structural information, luminance, and contrast
changes in the image that the human visual system perceives.
Our initial hypothesis is that our approach, while poten-

tially producing slightly lower image quality, would demon-
strate superior or comparable structural similarity values
at the periphery of the images due to their consistent pe-
ripheral rendering. We validated this hypothesis by com-
paring the SSIM of our test cases with renders from the
same scene while making use of Rectangular Mapped-based
Foveated Rendering RMFR. We chose this FR method due
to its greater SSIM values when comparing with other well-

established FR implementations.

To generate the RMFR images, we set the compression pa-
rameter (σ) to 2.6 and both sampling distributions fx and fy

to 0.1. We used these parameters since the compression pa-
rameter fit inside the threshold established by the original au-
thors [Ye et al., 2022] while the sampling distributions must
be determined on a scene basis. This means that the SSIM
values of RMFR presented in this comparison can be opti-
mized.

The RMFR-generated images were compared to images
created by our proposal. We composed 5 (five) frames of
pre-rendered images of the same scene, dubbed “bedroom”,
using our strategy. In our foveated image, the center of the
image is generated at Unity Engine using the High Defini-
tion Render Pipeline and the ray-based implementations of
effects such as Shadows, Screen Space Reflections, Ambi-
ent Occlusion, Contact Shadows and Global Illumination.

At the periphery of our foveated image, on the other hand,
the frames were generated using Nvidia’s Instant Neural
Graphics Primitives (Instant-NGP), trained with 148 images
of the bedroom while using Logistic RGB activation, Ex-
ponential density activation, 0.95 density grid decay value,
0.0001 extrinsic and intrinsic L2 registrator and using the
bedroom scene as training data during 30 (thirty) minutes.
The loss function, calculated via Huber function, was at -
7.289 at the end of training. The model was rendered to .png
files at 403x422 for reasons we will disclose at section 5.2.

The results of our comparisons can be seen at Figure 2 and
on Table 1. In the best cases, our approach achieved better
SSIM scores, indicating a closer approximation to the origi-
nal ray-traced images than the RMFR render. However, arti-
facts caused by NeRFs due to noisy textures on the training
data or less than optimal feature matching can lead to inferior
but comparable SSIM values.
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Figure 2. SSIM comparison of Image 04 using RMFR and our approach
against a mixed rendered pipeline. Our approach achieved comparable
SSIM scores, indicating, at times, a closer approximation to the original
ray-traced images than the best Foveated Rendering solution we could find.

Table 1. Comparsion of SSIM values of test images
Image RMFR SSIM Our SSIM

Image 01 0.8692 0.8278
Image 02 0.8636 0.8993
Image 03 0.8817 0.8613
Image 04 0.9010 0.9069
Image 05 0.9025 0.8966

5 User Evaluation
Our main hypothesis in the present work claims that three-
dimensional scenes inferred by NeRFs can be used to replace
traditional renderingmethods at the periphery of the eyewith-
out compromising the user’s attention. The effect of having
the central region of the screen generated by a mixed ren-
der pipeline and the peripheral region generated by a NeRF
inference will be called “foveation” for simplicity since its
intended effect is the same as any foveated scene by other
techniques.

5.1 Apparatus
The images used on the comparison on the last section were
used in the user experiment as well. Each image created with
our approach became part of a pair of images, each pair rep-
resenting one angle of the bedroom scene. The second image
of each pair served as the reference, rendered using standard
path-traced effects, similar to the fovea region of the foveated
images.
We included a little cross at the middle in order to serve

as a fixation point for every user in the middle of each one
of the images used at the comparison. Figure 3 provides an
example of an image pair with the cross included.
The reason for including the crosses is due to a limitation

of the HMD used in the user tests, a Meta Quest 2 model,
which does not have eye tracking capabilities. For devices
with eye tracking, this would not be necessary, as the ray-
traced region would be dynamically adjusted to meet the user
gaze. However, our experiment demands a fixation point so
the user would be less likely to divert their attention from the
fovea region.

5.2 Methodology
The study implemented the Double-Stimulus Impairment
Scale (DSIS) variant I of the Recommendation ITU-R
BT.500-13 [Series, 2012], a method commonly used for sub-
jective quality assessment of images. Participants were pre-
sented with a sequence of two stimuli: the reference and the

Figure 3. Pair of images used during our experiment of a single angle of
the bedroom scene. The top image (I) was rendered in Unity Engine, using
the aforementioned ray-based effects. The bottom image (II) was a compo-
sition of the Instant-NGP in peripheral area and path tracing in the center.
In the middle of both images, we put an artificial fixation point for user ex-
perimentation.

degraded image. Participants were asked to evaluate the dif-
ference in perceptible quality between the two stimuli.

5.3 Participants

The pool consisted of 11 participants, including 7 males and
4 females, with ages ranging from 21 to 51. Out of the 11
participants, 6 had prior experience with VR technologies.
Additionally, 8 out of 11 participants reported some form of
vision problem, all of whom had corrected vision. The vi-
sual acuity ranged from myopia to a combination of myopia,
astigmatism, and hypermetropia. The participants’ ages had
an average of 30.9 years with a standard deviation of 11.2
years. The participants are detailed in Table 2.

Table 2. Participants’ Information
Participant Age Gender Experience Vision Problem

P01 23 Male Yes No
P02 32 Male Yes Yes
P03 25 Male No Yes
P04 24 Male Yes Yes
P05 49 Female Yes Yes
P06 29 Male Yes Yes
P07 51 Female Yes Yes
P08 28 Male No Yes
P09 26 Male No No
P10 42 Female No Yes
P11 21 Female No Yes

5.4 Testing Procedure

The participants were instructed to remain stationary, direct-
ing their gaze towards the center of the screen. When re-
quired, they provided their opinion on the difference between
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two images. They were informed about the aim of the exper-
iment and the possibility of experiencing symptoms of cy-
bersickness, such as disorientation, headaches, nausea, and
dizziness, although the chances were low due to the nature
of the experiment.
When testing, the user is first put through a brief tutorial

on how to behave during the experiment. Once we made
sure their HMD was properly positioned, we presented a test
image featuring the cross icon used as a fixation point, and
provided instructions for the user to focus their gaze at the
fixation pointed and rest its head, minimizing any unneces-
sary movement.

Figure 4. Phases of presentation [Series, 2012]: T1 = 2s - reference image,
T2 = 1s - black screen, T3 = 2s - foveated image, T4 = 5s-11s - black screen.

Each user underwent a Degradation Category Rating
(DCR) assessment, where they compared two images of each
pair: the foveated image and the image of the same angle of
the bedroom, generated in Unity using the aforementioned
mixed render pipeline[Chellappa and Theodoridis, 2017]. To
avoid potential bias, these images were randomly shown in
pairs, as shown in Figure 4. Each image of the pair was dis-
played for two seconds, with a one-second break between
them. First, the reference image was shown, followed by the
foveated image. After each presentation, the user provided
a subjective assessment on a scale from 1 to 5. A rating of
1 indicated that the difference between the images in a pair
wasmost apparent and immersion-breaking, while a rating of
5 meant that the difference was imperceptible. The process
was then repeated with another pair of images until every pair
was tested.
In this study, we adapted the grading scale proposed by the

ITU-R BT.500-13 recommendation to suit the nature of the
images presented and the specific objectives of our research.
Instead of using a five-point quality scale that focuses on im-
age degradation, we chose a scale that assesses how percep-
tible differences between images in a pair are and how much
they interfere with immersion. This approach allowed partic-
ipants to focus more on the immersive experience provided
by the images, which is crucial to the goals of this research.
For a single user, each pair was shown at least thrice, and

we had five pairs of images. In total, each user represented
a fifteen-round experiment. The flow of the experiment is
presented at Figure 4.

5.5 Results Assessment
To ensure the most accurate evaluation possible, we
employed the Double-Stimulus Impairment Scale (DSIS)
method, also known as the EBU method[Series, 2012],

widely used in quality perception studies. This method al-
lowed for a systematic and comparable evaluation among the
participants.
The study collected a total of 165 evaluations from the 11

participants. Each participant assessed fifteen pairs of im-
ages by evaluating each one of the five different pairs three
times throughout the experiment.

5.5.1 Observer Screening

After data collection, we conducted an Observer Screening
to ensure the reliability of our data. This screening process
incorporates a detailed examination of participants’ scores to
identify potential outliers or significant deviations from the
mean score.
The process involves the calculation of the ratio between

two counters (Pi and Qi) associated with each participant
relative to the total number of scores from that participant
for the entire session. Next, we calculate the absolute value
of the difference between Pi and Qi counters divided by the
sum ofPi andQi. If the first ratio exceeds 5% and the second
ratio is less than 30%, we must remove the observer associ-
ated with these counters from the analysis.
After this rigorous screening process, we determined that

all participants in this study met the criteria, and we did not
exclude any from our analysis.

5.5.2 Result Analysis

We calculated the average image quality scores to be 4.37 (to
two decimal places of precision), which indicates a high over-
all perceived quality of the evaluated images. We also cal-
culated the 95% confidence interval for the mean of scores,
which ranges between 4.23 and 4.50. Figure 5 illustrates the
average image quality scores by participants and the general
public.

Figure 5. Average image quality scores by participants and the general pub-
lic.

The results of the analysis are presented in Table 3. This
table displays the mean scores, standard deviations, and 95%
confidence intervals for each participant. Participants are
identified by the codes P01 to P11. The table provides an
overview of the responses on a five-grade impairment scale,
where 5 indicates imperceptible and 1 indicates very annoy-
ing.
These data suggest that the perceived quality of the eval-

uated images was consistently high, with slight variation
among participants and between different image sequences.
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Table 3. Results by Participants
Participant Mean Score SD Confidence Interval

P01 4.33 0.49 (4.23, 4.43)
P02 4.27 0.59 (4.17, 4.37)
P03 4.13 1.13 (4.03, 4.23)
P04 5.00 0.00 (4.90, 5.10)
P05 4.47 0.92 (4.37, 4.57)
P06 4.20 0.77 (4.10, 4.30)
P07 3.93 1.22 (3.83, 4.03)
P08 4.00 1.07 (3.90, 4.10)
P09 4.27 0.70 (4.17, 4.37)
P10 4.47 1.19 (4.37, 4.57)
P11 5.00 0.00 (4.90, 5.10)

5.5.3 Discussion

Our statistical analyses yield a 95% confidence interval for
the mean score, ranging between 4.23 and 4.50. This bound-
ary suggests that repeated studies would consistently achieve
a mean score exceeding 4.23. This score positions the eval-
uated images within the “perceptible but not annoying” (4)
and “imperceptible” (5) brackets of the five-grade degrada-
tion scale.

6 Performance Tests
In this section, we will delve deeper into how Foveated Path
Culling enables us to achieve higher frame rates than solely
path tracing a 3D scene. In the original paper, we conducted
tests in a basic testing scenario with two separate applications
rendering peripheral and foveal images, and utilized profilers
to measure performance improvements. Our aim is to vali-
date and build upon the results outlined by Henriques et al.
[2023], gaining a more comprehensive understanding of the
speedup provided by FPC.
The primary motivation behind changing from a neural

radiance field method to 3DGS for capturing peripheral vi-
sion stems from the potential for improved latency with our
technique. By avoiding the use of neural networks, we can
achieve faster rendering timeswhilemaintaining state-of-the-
art visual fidelity in the reconstruction [Kerbl et al., 2023].
Whereas the original approach involved rendering the periph-
eral image at a lower resolution to maintain a stable frame
rate higher than fully path tracing a scene, 3DGS enables us
to achieve true real-time frame rates at higher resolutions.
Theoretically, measuring any performance gains from any

Foveated Path Culling implementation will revolve mostly
around understanding the computational cost for rendering
the peripheral vision and comparing it against the cost with
path tracing the same region. In the case presented on this
work, we are comparing the capacity of rendering 3DGS at
high resolutions against rendering path traced scenes. Any
FPC rendered scene will then be as costly as rendering the
3DGS reconstruction of said scene in a given resolution plus
the cost of rendering the path traced foveal radius on the
screen. The cost for rendering such scene is somewhere
within the cost of fully path tracing a scene and fully recon-
structing a scene through a radiance field, and we will be suc-
cessful in our hypothesis if the cost for using FPC is lower
than entirely path tracing said scene.

This section is organized as follows: a subsection describ-
ing the testing environment under which the results in this pa-
per were measured; a subsection exploring the performance
gain within different resolutions, further establishing this ap-
proach’s applicability to high-resolution cases; a subsection
describing the role played by the foveal radius in the speedup
given by the approach, with a subsubsection exploring how
Foveated Path Culling holds up rendering various views of
the same scene, with different speedups according to the
region displayed on screen, and; a section exploring how
the sample-per-pixel number on the foveal size impacts the
frame rate.

6.1 Testing scenario
The performance tests were carried out in a custom-built 3D
scene specifically designed by the researchers for conduct-
ing 3D Gaussian Splatting (3DGS) experiments. The visual-
izer’s frame rate was measured during the rendering of these
scenes. Our objective was to gain a deeper understanding
of the conditions under which we achieve speedup using our
approach and to ascertain if the previous findings could be
replicated. This exploration led to valuable insights into the
nature of our approach that were not evident in the previous
experiment.
The following results were captured on a computer with

the following specifications: AMD Ryzen 7 5700X CPU;
NVIDIA GeForce RTX 3060 12GB GPU and 16GB DDR4
RAM. All tests in this section were conducted using another
3D scene, constructed by the authors using 3D assets found
on the Internet, which we named Room. The materials used
in said Room are lambertian diffuse models, mirrors and
glossy surfaces. The entire Room scene is composed by 21K
triangles and 2 light sources: a sun light, and an interior point
light.
Due to technical limitations, we were restricted to ren-

dering frames with a maximum height of 1061 pixels, with
no observed limitations on horizontal resolution during our
tests. While this prevented us from matching the exact reso-
lution of the Meta Quest 2’s display screen, our visualizer en-
abled us to render the scene with an approximate pixels count
equivalent to the Meta Quest 2’s theoretical pixel count per
eye.

6.2 Speedup with Multiple Resolutions
In this test, we looked at how Foveated Path Culling using
3DGS for the peripheral image behaved at different resolu-
tions as we measured howmany frames per second (FPS) we
were able to render. As we aimed to look for different reso-
lutions, this test kept the foveal region as a circle centered on
the screen, with its radius fixed at 20% of the screen’s height.
This approach is appropriate since that the Meta Quest 2’s
eye has a vertical FOV of approximately 100 degrees, which
renders 20 degrees of the screen around the center (i.e. 20%
of the screen’s height) as the foveal-plus-parafoveal regions.
As we experiment with resolutions that matches the Meta
Quest 2’s eye aspect ratio, we can better approximate how
such foveal region can have an impact over the render pro-
cess.
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The FPS was captured throughout ten seconds after the
startup of the application. Between each capture, the pro-
gram was recompiled in order to prevent any bias from previ-
ous tests to alter the performance. Every single capture had
the visualizer’s camera fixed at the same spot in the scene
with the same intrinsic parameters, since as future sections
will show, different regions of the same scene may be ren-
dered at a different rate.
The resolutions featured at Table 4 were handpicked due

to some reasons: 800x600 is a small enough resolution that
does not warrant FPC usage and does not benefit from the
technique. 1012x1061 is a resolution with the same propor-
tions as the single Meta Quest 2 eye screen, with positive
results. 1954x1061 has a pixel count close to the popular
1920x1080 resolution. Last but not least, 3316x1061 has a
pixel count close to the single Meta Quest 2 eye screen, even
if it does not match the aspect ratio. The path tracing region
was rendered at 1 SPP in this test.
All of these results were captured at the origin point of the

scene, featured on Figure 6.

Table 4. Comparison of Foveated Path Culling’s FPS when com-
pared to path tracing the same scene view at multiple resolutions.
The second line, with a 1012x1061 resolution, shares the Meta
Quests 2’s eye aspect ratio, despite its smaller pixel count.

Width Height Avg. FPS Avg. RT FPS Speedup
800 600 265.4 330.2 -19.62%
1012 1061 195.2 152.0 28.28%
1954 1061 107.0 77.7 37.71%
3316 1061 66.5 46.4 43.31%

As we analyze the numbers on Table 4, it is worth empha-
sizing that, while FPC excels in rendering high-resolution
scenes, its performance dips as the resolution decreases.
However, this drawback is not a worry for us, as our appli-
cation is meant to enhance rendering in high-resolution en-
vironments. As we will elaborate in the following section,
FPC’s performance improves proportionally with the resolu-
tion.
In our optimal test scenario, we achieved a significant

43.31% speedup, elevating performance from amedian value
of 46 FPS to 66 FPS. This outcome validates the original
work’s assumption that a more sophisticated testing setup
would yield greater performance. FPC represents a much
more relevant gain with bigger resolutions, due to the fact
that the expense of path tracing a region escalates more
rapidly compared to the cost of rendering a 3DGS reconstruc-
tion.
On other note, using different aspect ratios may be conve-

nient, as a vertical FOV that covers 20% of the display en-
compasses a smaller region of the screen on a wider display
compared to a taller display. This results in a smaller number
of path traced frames being replaced by 3DGS. Recognizing
this, we ran another round of the same test, fixing the aspect
ratio and varying the resolution. The results, shown at Table
5, confirms our first result that FPC does allow for greater
frame rates at greater resolutions, as speedup increases with
the resolution used.

Table 5. Comparison of Foveated Path Culling’s FPS when com-
pared to path tracing the same scene view at multiple resolutions,
following the Meta Quest 2’s eye aspect ratio.

Width Height Avg. FPS Avg. RT FPS Speedup
782 820 248.4 253.1 -1.85%
859 900 224.0 210.0 6.67%
930 975 211.2 180.5 17.00%
1012 1061 195.2 152.0 28.42%

Figure 6. View with FPC used at the experiment described at Section 6.2.

6.3 Foveal Radius’ Impact on Speedup

In this test, we conducted a ten-second measurement of the
visualizer’s frame rate while progressively increasing the
foveal radius. We then compared this performance to fully
path tracing the same scene view for an additional ten sec-
onds. The foveal radius was varied within a range of 10% of
the screen’s height up to 90% over the ten-second duration.
The human fovea typically spans 5 degrees surrounding the
center of the retina, while the parafovea region may extend
up to 20 degrees [Mohanto et al., 2022]. As previously stated,
in a standard Meta Quest 2, 20 degrees of FOV is roughly
equivalent of 20% of the screen’s height. The path tracing
region was rendered at 1 sample per pixel (SPP) in this test.
Foveated Path Culling consistently demonstrated better

frame rates at higher resolutions. Our experiment tested
four resolutions: 3316x1061, 1954x1061, 1012x1061 and
1280x780. The 3316x1061 resolution has almost the same
pixel count of the single Meta Quest 2’s eye, the 1954x1061
has almost the same number of pixels than the commonly
used 1920x1080 resolution, 1012x1061 is the largest reso-
lution we could attain within our visualizer, and 1280x780
is another popular resolution that would allow us to observe
how foveal radius impacts performance at lower resolutions.
Each resolution underwent three test rounds, from which the
mean frame rate was calculated for each radius. The prin-
cipal analysis focused on the highest resolution, presented
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Figure 7. Exploration on how the radius of the foveal region impacts the system’s performance, correlating the radius of the fovea with the frame rate of
the visualizer at any given moment at the same time we compare them to the visualizer’s performance when path tracing the exact same scene at the same
resolution of 3316x1061. The Foveal Radius axis is the percentage of the vertical resolution being covered by the foveal region. In red: the performance of
Foveated Path Culling while varying the radius. In blue: the performance of fully path tracing the scene for ten seconds after compiling the application.

Figure 8. Performance decrease of Foveated Path Cullingwith the widening
of the foveal radius at 1280x780 resolution. FPC becomes as costly as path
tracing when the foveal radius achieves 51% of the screen’s height, and
becomes more costly at 52%. The Foveal Radius axis is the percentage
of the vertical resolution being covered by the foveal region. In red: the
performance of Foveated Path Culling while varying the radius. In blue: the
performance of fully path tracing the scene for ten seconds after compiling
the application.

Figure 9. Performance decrease of Foveated Path Cullingwith the widening
of the foveal radius at 1012x1061 resolution. FPC becomes as costly as
path tracing when the foveal radius achieves 50% of the screen’s height,
and becomes more costly at 52%. The Foveal Radius axis is the percentage
of the vertical resolution being covered by the foveal region. In red: the
performance of Foveated Path Culling while varying the radius. In blue: the
performance of fully path tracing the scene for ten seconds after compiling
the application.

Figure 10. Performance decrease of Foveated Path Culling with the widen-
ing of the foveal radius at 1954x1061 resolution. FPC becomes as costly
as path tracing when the foveal radius achieves 85% of the screen’s height,
and becomes more costly at 86%. This result points to a tendency of FPC’s
performance enhancement to become more relevant usage to increase the
more we increase resolutions on screen. The Foveal Radius axis is the per-
centage of the vertical resolution being covered by the foveal region. In
red: the performance of Foveated Path Culling while varying the radius. In
blue: the performance of fully path tracing the scene for ten seconds after
compiling the application.

in Figure 7, while corresponding figures for smaller resolu-
tions are detailed in Figures 9, 8, and 10. We conducted
each round rendering the same spot of the aforementioned
bedroom, shown at Figure 11.
One general tendency revealed by this experiment is that

the resolution increases proportionally with the threshold in
which the foveal radius becomes as efficient as standard
Path Tracing. The sole scenario wherein the frame rate in
FPC dipped below the 72 FPS was in Figure 7 at the point
that the foveal radius was beyond what is expected for any
real foveated rendering application, while still maintaining
an above 60 FPS performance. It is noteworthy that even
in the extreme scenario of covering 90% of the height of
the screen, we still observed superior performance compared
to fully path tracing the scene. On other testing scenarios,
however, both path tracing and FPC consistently maintained
frame rates exceeding 72 FPS, which aligns with the con-
temporary industry standard for VR experiences [Warburton
et al., 2023].
It is important to highlight the differences between the

performance metrics featured on Table 4 and Figure 9. In
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Figure 11. View with FPC used at the experiments described at Sections
6.3 and 6.4.

the Figure 9, when the foveal radius is around 20% of the
screen’s height, FPC achieves a 14% speedup, while at the
table FPC enables a 28% speedup. This discrepancy, albeit
manifesting predominantly in smaller regions, points to an
inconsistency on how does FPC may improve frame rates
during rendering.

6.3.1 Performance Exploration of Different Regions

Due to the nature of real-time rendering, not all regions of
a scene are rendered equally. Factors such as multiple light
sources, multiple different materials, polygonal density on
screen, optimizations techniques such as occlusion culling
and foveated rendering all play a role on how fast a path
tracer can display new frames on screen. At the same time,
rendering 3DGS depends on the number of different gaus-
sians on screen at each given time, and the amount of space
they take on the display. With this knowledge, it is important
to determine if Foveated Path Culling can still consistently
improve frame rates whenever rendering scenes in real time.
Because of that, we tested Foveated Path Culling’s per-

formance on various spots of the same scene, and compared
against the frame rate of fully path tracing the same region.
Every single image present in the Figure 12 and its respec-
tive frame rates were rendered in 1280x780, since it showed
the least amount of speedup while exploring the rendering
of FPC. Every single image present in the Figure 13 and
its respective frame rates were rendered in 3316x1061. It
is reasonable to assume that if we observed a speedup in our
worst-case scenario, as evidenced by the results from the last
two sessions, we would naturally anticipate an improvement
in performance in our best-case scenario. However, it was
imperative for us to confirm this hypothesis.
Analyzing the results from the examples rendered in

1280x780, it is clear that Foveated Path Culling’s speedup is

really variable according to the region. On one handpicked
example, FPC is outperformed by path tracing, but even at its
worst it never performs worse than the VR industry standard
of 72 FPS. Interestingly, we observe that the frame rate varies
greatly within FPC while keeping mostly stable on path trac-
ing at 1 SPP, showing that most of its frame rate variation
comes from rastering 3DGS. However, even this suboptimal
example follows the trend of improving performance while
diminishing the foveal radius.
On the other hand, we had to check out for the 3316x1061

example, since they render the same number of pixels than
a single Meta Quest 2 eye. Even with a fairly stable frame
rate when path tracing the scene, Foveated Path Culling had
frame rates ranging from 60 FPS up to 115 FPS when ren-
dering with foveal radius of 50% of the vertical screen, or
from 66 FPS to 141 FPS when rendering with foveal radius
of 20% of the vertical screen. Even at the worst example,
looking through the angle at the same position that caused
FPC to be outperformed on Figure 12, we still achieved a
noteworthy speedup of 20% on a wider foveal radius.
The variation of performance in the same scene using

Foveated Path Culling comes from rastering different regions
of the same scene. Rendering the lightened region of the
floor on the scene causes 3DGS to lose performance due to
its number of points, which increases the rendering time for
each frame. This is bound to happen to any 3DGS recon-
struction with many varying colors. 3DGS does not, how-
ever, lose performance whenever rendering scene objects
from closer, differently from path tracing.

6.4 Samples-Per-Pixels’ Impact on Speedup
The number of samples per pixel used in the foveal region
significantly influences the frame rate of the screen, consid-
ering the real-time path tracing aspect of the foveal region.
It’s intuitive to expect that increasing the samples per pixel
in the foveal region would require more computational ef-
fort to generate new frames, similar to the impact seen when
expanding the foveal radius. However, the extent to which
performance deteriorates with higher SPP values is uncertain
to us at the moment.
To gain a deeper insight into this impact, we conducted per-

formance tests akin to those detailed in subsection 6.3. We
maintained a static camera position focused on the location
depicted in Figure 11 while collecting frame rate data for
each frame rendered. Across three iterations, we then var-
ied the foveal radius from 10% of the screen’s height up to
90% over a 10-second interval. We performed this procedure
for varying SPP measurements: initially at 1SPP, mirroring
the conditions outlined in subsection 6.3, followed by repe-
titions at 2SPP, 4SPP, and 6SPP. Lastly, we conducted the
testing regimen with full path tracing of the image, forgo-
ing the use of FPC. All tests were conducted rendering the
images at 1012x1061 due to the aspect ratio and technical
limitations previously stated.
The collected results can be seen at Figure 14.
As we can see, increasing the number of SPP does de-

crease the performance of the scene. When measuring FPS
at the 10% radius, as we got 200 FPS with only 1 SPP, which
becomes 192 FPS with 2 SPP (a 4% performance decrease),
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Figure 12. Examples of different angles on the same scene and their respective frame rates during real time rendering in 1280x780. They are organized in
three columns: the leftmost images are path traced only; the center images show an application of Foveated Path Culling with the foveal radius of 50% of
the screen’s height; the rightmost images shows FPC with the foveal radius of 20% of the screen’s height. The lower row has an example on how FPC can
be outperformed by path tracing when rendering frames in lower resolutions.
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Figure 13. Examples of different angles on the same scene and their respective frame rates during real time rendering in 3316x1061. They are organized in
three columns: the leftmost images are path traced only; the center images show an application of Foveated Path Culling with the foveal radius of 50% of
the screen’s height; the rightmost images shows FPC with the foveal radius of 20% of the screen’s height. The lower row, with frames equivalent to those
that were outperformed by path tracing when rendered in lower resolutions, is an example of FPC’s tendency of performing better in higher resolutions.

Figure 14. Performance comparison between different sample-per-pixels
at the foveal region while varying the foveal radius, rendered at 1012x1061.
In blue: frame rate of the fully path traced view, static at 150 FPS; in red:
frame rate of FPC at 1SPP on the foveal region, varying from 200 FPS down
to 100 FPS, just as seen on Figure 9; in green: frame rate of FPC at 2SPP on
the foveal radius, starting at 192 FPS and decreasing to 67 FPS; in orange:
frame rate of FPC at 4SPP on the foveal radius, starting at 166 FPS and
decreasing to 40 FPS; in purple: frame rate of FPC at 6SPP on the foveal
radius, starting at 151 FPS and decreasing to 30 FPS.

166 FPS with 4 SPP (a 17% performance decrease) and 151
FPS with 6 SPP (a 24.5% performance decrease). At the
largest foveal radius of 90% of the vertical resolution, these
gaps widen: we get a 33% performance decrease with 2 SPP
at 67 FPS, a 60% performance decrease with 4 SPP at 40
FPS, and lastly a 70% performance decrease with 6 SPP at
30 FPS.

7 Future Work
Even with this work’s advancements, we still have to explore
a feasible solution over dynamic scenes, since every experi-
ment seen in both works considered only static scenes. We
believe this work leaves the door open for interesting works
on mixing dynamic elements into this mixed setup of the
same scene rendered through different methods. We believe
investigating works such as HexPlanes in Cao and Johnson
[2023] and 4D Gaussian Splatting (4DGS) described in Wu
et al. [2023] are interesting for dynamic scenes, and deserve
attention in future endeavors. On the other hand, works such
as “ReLightMyNeRF”[Toschi et al., 2023] and ReNeRF[Xu
et al., 2023], which present solutions for changing lights with
Radiance Fields, must be closely observed, since they offer
an interesting solution for approximating real-time lighting
for peripheral vision.
It is interesting to explore the impact of using compressed

3DGS to better understand the impact it could have over the
overall speedup and user perception. It looks like a natu-
ral evolution of this work to use these compressed gaussian
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splats due to its minimal loss of visual quality and reduced
size when compared to the standard 3DGS[Niedermayr et al.,
2023], or a solution such as RadSplat, given its outstanding
frame rates and visual quality[Niemeyer et al., 2024]. It is
our belief that such works may allow less powerful systems
to render interactive scenes in real-time.
Even though we are able to properly move the camera in a

scene while using Foveated Path Culling at real-time frame
rates, we found that the 3DGS model does not fit perfectly
with the standard model used on path tracing. For some rea-
son, we had to manually correct the overlapping models dur-
ing testing in order to produce images, warranting small ad-
justments whenever we moved the camera. We believe that
the reconstructed 3DGS model suffers from distortion due to
the SFM points used for optimizing the 3D Gaussians, gen-
erating slightly different models from their reference.
Last but not least, we have yet to test this technique when

passed down to a real virtual reality headset, and then prop-
erly test user perception of Foveated Path Culling powered
by 3DGS. User testing may be appropriate once we got a
hold of visual quality while using a compressed 3DGSmodel
since the usage of a lighter model for peripheral images is
bound to grant us better performance.

8 Conclusion
This work expanded upon the findings of the work “A mixed
path tracing and NeRF approach for optimizing rendering in
XR Displays” by further exploring the performance enhance-
ments provided by that approach and changing the Radiance
Field-based solution employed by it. We also gave the strat-
egy of mixing Radiance Fields and traditional path tracing in
order to achieve Foveated Rendering a name: Foveated Path
Culling, due to the culling of samples in the periphery of the
eye.
In this work, we changed the Neural Radiance Field used

in Henriques et al. [2023] from [Müller et al., 2022] to
3D Gaussian Splatting due to its visual quality and capac-
ity of outputting frames in real time consistently in high
resolutions[Kerbl et al., 2023]. We also present a tool in
order to proper render frames using Foveated Path Culling
with 3DGS and capture performance information, so we can
deepen our understanding on how FPC contributes to the de-
velopment of rendering techniques for interactive XR expe-
riences.
Within our findings, it has become clear that Foveated Path

Culling works as long as one is using a high resolution, so
that the path tracing for lighting effects become more expen-
sive than accessing the Gaussian Splatting. We also tested
the role of the foveal radius on the performance gain provided
by this Foveated Rendering technique, and concluded that it
represents a speedup whenever it is as big as theoretically
necessary according to the disposition of photorreceptors in
the human eye. Last, but not least, we experimented with
different number of samples-per-pixels in the foveal region.
We believe that this work is a suitable expansion on the

original work, by further proving that Foveated Path Culling
is a promising new direction for studies on Foveated Render-
ing and the integration of Radiance Fields on render pipelines

of interactive experiences in Virtual Reality.
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