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Abstract: This article presents an extended Systematic Mapping Study (SMS) focused on usability and user ex-
perience (UX) evaluation technologies for Touchable Holographic Solutions (THS). Given the growing integration
of holograms in Augmented Reality (AR) and Mixed Reality (MR) settings, evaluating usability and UX becomes
highly important. Our study expands on previous research by analyzing an additional two years of publications,
covering 5429 studies, and selecting 65 that discuss 200 evaluation technologies. The main problem addressed is
the gap in comprehensive evaluation frameworks that integrate usability and UX criteria. We followed systematic
guidelines to identify and analyze evaluation technologies, highlighting an increased focus on UX alongside tradi-
tional usability. Key findings include the persistent emphasis on time efficiency in usability evaluations and the
dominance of generic UX, usability, and pleasure/fun in UX assessments. However, unique aspects of MR, such
as presence, are often overlooked. The study also reveals a preference for empirical validation through controlled
experiments and case studies, although few technologies have undergone such validation. Head-mounted displays
(HMDs) and smart glasses, especially Microsoft Hololens™, remain prevalent due to their advanced capabilities.
Our findings underscore the need for integrated evaluation technologies and empirical validation to ensure reliability.
This work contributes to the Human-Computer Interaction (HCI) area by mapping current evaluation technologies,
identifying research gaps, and providing a foundation for developing innovative and effective evaluation methods
for THS, thus advancing the understanding and improvement of user interaction in immersive environments.

Keywords: Usability, User Experience, Evaluation, Touchable Hologram, Mixed Reality, Augmented Reality, System-
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1 Introduction

The future of hand interaction might be the direct manipula-
tion of holograms — 3D virtual objects integrated into the
real world within Augmented Reality (AR) or Mixed Real-
ity (MR) settings, supported by wearable techs like smart
glasses or head-mounted displays (HMDs). This kind of in-
teraction, long envisioned and popularized in science-fiction
narratives such as Iron Man 2 [Favreau, 2010], is a key as-
pect of Spatial User Interaction, using physical space prop-
erties to offer immersive and intuitive experiences [Chaoui
et al., 2023]. Spatial User Interfaces represent a user-centric
interface approach, focusing on freedom of movement and
personalized interaction design [Koçer Özgün and Alaçam,
2023].
Because it is an interactive system, touchable holography

requires quality evaluation, especially with regard to usabil-
ity and User Experience (UX) [Barbosa et al., 2021], [ISO,
2011]. Usability evaluates ease of use [Nielsen, 2012] or ef-
fectiveness, efficiency, and satisfaction with using an artifact
with a specific purpose and context [ISO, 2018]. UX is a per-
son’s quality of experience when interacting with a product
[Hassenzahl, 2011]. UX focuses on user preferences, percep-
tions, emotions, and physical and psychological responses
that occur before, during, and after use [Bevan et al., 2015].
Evaluating the quality of interactive systems allows identi-

fying problems to be corrected, reducing the development
process’s time, effort, and cost [Barbosa et al., 2021].
Although there are known technologies for evaluating us-

ability and UX in interactive artifacts, like System Usability
Scale (SUS) [Brooke, 1996] and User Experience Question-
naire (UEQ) [Laugwitz et al., 2008], interaction with touch-
able holography emerges as a new context of use. In this con-
text, it is new for the user, the device (smart glasses/HMDs),
the interaction objects (virtual 3D objects), and the interac-
tion scenario (AR/MR environment without the limitation of
a screen). The main novelty in this context is the interaction
by mid-air gestures that simulate touch. The user naturally
touches virtual objects introduced in their real environment,
perceiving that objects are really there. In addition to the
already-know usability and UX aspects, the interaction with
an MR hologram/environment has peculiar aspects and char-
acteristics, such as immersion and presence.
Immersion includes the key features of a virtual world,

providing users with things to see, hear, and do [Mestre and
Vercher, 2011]. Aspects such as screen quality and what you
can see affect how immersive it feels [Slater, 2018]. Better
resources, such as clearer images, wider views, and respon-
sive controls, make the experience more immersive. These
resources, such as image clarity, field of view, and the speed
with which they respond, affect how real it feels [Bowman
and McMahan, 2007]. Presence comes from immersion and
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is based on “telepresence,” that is feeling like you are really
there when you are doing things with good sensory feedback
[Skarbez et al., 2017]. Presence is the human reaction to im-
mersion [Slater, 2003], it is the personal feeling [Berkman
and Akan, 2019], as a psychological state [International Soci-
ety for Presence Research, 2000]. Given the same immersive
system, people can experience different levels of presence
[Slater, 2003].
Therefore, our research aims to identify the technologies

used to evaluate Usability and UX in touchable holograms.
For this identification, we conducted a Systematic Mapping
Study (SMS) aiming to provide an overview (state-of-the-
art) of a research area and to identify the amount, type of
research, and results available [Petersen et al., 2008, 2015;
Kitchenham et al., 2016]. Our SMS [Campos et al., 2023b]
followed the guidelines of Kitchenham et al. [2016] and Pe-
tersen et al. [2008] and extracted data from publicized stud-
ies until April/2021 about the evaluation technologies (such
as types of methods, which aspects they cover, and whether
they were known) and holographic solutions (such as their
purpose, devices involved, type of gesture, and feedback).
However, the substantial volume of publications collected

in the SMS implied a data selection and extraction process
that lasted almost two years. In a scenario of constant tech-
nological advancement, the evolution of publications dur-
ing this period can potentially influence or even reveal new
trends on the topic in question. This motivated the decision
to extend the SMS, covering a more recent time window. Al-
though the guidelines of Kitchenham et al. [2016] do not in-
clude an explicit workflow for SMS updates, the authors fre-
quently emphasize the importance of well-documented and
transparent systematic reviews, features that are critical to al-
lowing future updates. The practice of updating systematic
reviews is recognized as important for maintaining the rele-
vance and accuracy of conclusions, especially in fields with
rapid technological evolution.
Following the approach of Mendes et al. [2020], updating

an SMS involves three stages. Initially, the focus is on en-
suring the continued relevance of the topic, the impact of the
original study, and the high-quality methodology. Despite
the recent SMS lacking substantial citations in other works,
it has methodological soundness and talks about a relevant
topic, justifying an extension to a more recent time window.
The second stage aims to identify new studies or methods af-
ter the original SMS’s publication, and it was done by watch-
ing research group activities and relevant conferences. Fi-
nally, the decision to update the SMS passed by the analysis
of the potential impact on conclusions, considering that in-
cluding recent studies can modify or enhance the credibility
of prior SMS results.
The Extended SMS identified an increase in the propor-

tion of articles in the engineering area compared to the ini-
tial SMS, reinforcing the multidisciplinary factor and coop-
eration in research of this type. An increase in evaluations
based on UX criteria was also noted. Neither SMS found
any specific evaluation technology to evaluate usability and
UX together in the context of touchable holographic solu-
tions. The SMS identified some well-known technologies
applied to the evaluation of these types of solutions (such as
Think-Aloud, interviews, and the application of the SUS and

UEQ questionnaires), but with limitations of not covering all
possible usability or UX aspects in an evaluation, including
distinctive aspects of this new context of use, such as immer-
sion and presence. In the Extended SMS, it was also noted
a tendency to use the term AR to refer to solutions of this
type, as well as the predominance of the use of HMDs, in
particular, the MS Hololens still dominant, but also with the
first appearances of Quest equipment. This SMS allows a
better understanding of the state-of-the-art of usability and
UX evaluation in touchable holographic and contributes to
classifying the technologies applied to these solutions.
This study contributes by: (1) updating the SMS with re-

cent publications, ensuring relevance in the evolving field
of HCI; (2) analyzing trends and gaps in usability and UX
evaluation of THS, providing a foundation for identifying re-
search opportunities and guiding the development of more
comprehensive evaluation frameworks and methodologies;
and (3) providing insights into the evolution of evaluation
technologies in AR/MR environments, fostering innovation
and interdisciplinary progress.
In the following section, we present other works that

sought to classify holographic solution evaluation research.
In Section 3, we present information about the planning, exe-
cution, and reporting of the SMS conducted. In Section 4, we
present the results in relation to the research sub-questions,
obtained in both SMS. Section 5 provides a discussion of the
results. Section 6 presents limitations and threats to the study.
Section 7 presents conclusions and future work.

2 Related Work
Swan and Gabbard [2005] categorized user-based studies
conducted using AR, covering publications from 1992 to
2004 from three conferences and one journal. Of the 1104
publications analyzed, 266 contained some aspect of AR
research, and 21 publications described user-based experi-
ments. They classified the experiments into three categories:
studies on understanding human perception and cognition in
AR contexts, investigating user task performance in specific
AR applications, and examinations of generic user interac-
tion and communication involving multiple participants.
In parallel, Dünser et al. [2008] reviewed publications

from 1992 to 2007 using the Web of Science library. They
used two classification schemes to categorize the publica-
tions. The first scheme classified the publications based on
their area and type of evaluation, adding the Usability cat-
egory to the classification previously established by Swan
and Gabbard. Of 161 publications, 41 were classified as
Usability type. The second scheme focused on the meth-
ods and approaches used, categorizing the evaluations into
objective measurements, subjective measurements, qualita-
tive analysis, usability evaluation techniques, and informal
evaluations. Among the publications, 7 of 161 were classi-
fied using usability evaluation techniques, including heuris-
tic evaluation, task analysis, Think Aloud, and Wizard of Oz
methods. Other usability evaluation methods, such as obser-
vation, questionnaires, and interviews, were placed in differ-
ent categories. The review indicated that, at the time, formal
qualitative analysis and more general usability assessment
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techniques were uncommon.
Bai and Blackwell [2012] reviewed papers from the Inter-

national Symposium of Mixed and Augmented Reality (IS-
MAR) proceedings between 2001-2010. They focused on
evaluating goals, measurements, and methods. The usabil-
ity research was classified into performance, perception and
cognition, collaboration, and UX. They analyzed the bal-
ance of evaluation approaches and identified performance
goals, metrics, UX factors, and evaluation methods for each
AR application. They found 17 papers that evaluated UX
through questionnaires, physiological measurements, obser-
vation, feedback, and user attitude. The study highlighted
technological limitations, the lack of a unified strategy for
function-related UX evaluation, and the challenge of learn-
ing due to the novelty and limited experience as the main
challenges in UX evaluation for AR.
Merino et al. [2020] reviewed publications from four con-

ferences between 2009 and 2019. The review categorized
publications based on paper type, research topic, evaluation
scenario, cognitive aspects, and context. Two main groups
emerged: technology-centric evaluations focusing on algo-
rithm performance and human-centric studies analyzing ap-
plication implications, design, and human factors. The re-
view noted a growing number of evaluation papers, with
user performance and UX becoming more common evalua-
tion scenarios. Usability, presence, and cognitive load were
evaluated using methods such as Post Experience Question-
naire (PEQ) [?], Igroup Presence Questionnaire (IPQ) [Schu-
bert et al., 2001], and NASA Task Load Index (NASA-TLX)
[Hart and Staveland, 1988]. Additionally, a portion of the
studies examined participants’ emotions and presence.
Recently, Marques et al. [2024] investigated the evalua-

tion of UX in the context of immersive experiences. The
authors conducted an SMS to explore current UX evaluation
techniques and the key UX dimensions for immersive expe-
riences, such as engagement, presence, and immersion. The
study’s primary outcome was a theoretical model based on
literature definitions and relationships designed to assist in
understanding UX dimensions and developing new evalua-
tion techniques. The authors recognize that traditional UX
assessment methods may not be adequate for immersive con-
texts. The findings emphasize the predominance of question-
naire and interview-based evaluation methods and highlight
the main UX dimensions relevant to immersive experiences.
Examples of the immersive experiences examined include
Immersive VR, 360-degree videos, and the use of HMDs.
Our review differs from previous ones, focusing on touch-

able holographic solutions rather than generic augmented
or mixed-reality environments. Unlike previous reviews,
which were limited to specific conferences, our SMS cov-
ers a broader range of sources. Furthermore, our approach
includes different classifications compared to the previous
works. Apart from documenting the usability and UX eval-
uation methods, we also investigate the specific technolo-
gies employed and the usability or UX aspects covered by
these evaluation methods. Additionally, we classify the ex-
periments based on the methodology, number of participants,
and type of analysis. We categorize solutions based on holo-
graphic display and interaction detection technologies, ges-
ture types, holographic quality, and user feedback.

During the preparation of our studies, searches were car-
ried out in the Journal of Interaction Systems (JIS) and SBC
Open Lib (SOL) using keywords such as [“systematic map-
ping” OR “literature review”] AND [“augmented reality”
OR “mixed reality” OR “holog*” and [evaluation OR assess-
ment] AND [“mixed reality” OR “augmented reality” OR
“holog*”]. These searches did not identify systematic re-
views or mappings directly related to the evaluation of usabil-
ity and UX in THSs. Some secondary studies found, such as
“Use of VR and AR in exergames for the elderly” [Pereira
et al., 2021], are relevant in the general context of AR and
MR, but do not address direct interaction with the hand in
virtual elements created in AR or MR. This gap somewhat
reinforces the originality of the present work, which focuses
on the analysis of SHTs in AR and MR contexts, highlight-
ing the need for integrated frameworks for usability and UX
assessment, an approach investigated in the literature.

3 Systematic Mapping Study

3.1 Initial and Extended
To facilitate the presentation of results and discussions, the
first study will be called Initial or SMS1 and the second,
Extended or SMS2. Both studies shared the same objec-
tives, research questions, data sources, search string, and se-
lection criteria, and were performed using the same support
tool. The only difference between themwas the timewindow
of publications, given by the submission date of the search
string.

3.2 Planning
3.2.1 Goal

The SMS goal was based on Goal-Question-Metrics (GQM)
paradigm [Basili et al., 1994]: Analyze scientific publica-
tions for the purpose of identifying and characterizingwith
respect to usability and UX evaluation technologies applied
to touchable holographic solutions from the point of view
of Human-Computer Interaction (HCI), Software Engineer-
ing (SE), AR andMR researchers in the context of available
publications at the ACM Digital Library, IEEE Xplore, and
Elsevier Scopus digital libraries.

3.2.2 Research Questions

The main question of this SMS was “What technologies are
used to evaluate usability and UX in touchable holographic
solutions and interfaces?”. The aspects covered in the eval-
uation and the main characteristics and context of the evalu-
ated holographic solution are expected to be understood by
identifying the technologies used. A series of sub-questions
were created to answer this main research question (Tables 4,
5 and 6).
The word “technology” is delimited in its intellectualism,

utilitarian, and instrumentalist sense [Veraszto et al., 2009].
Therefore, technology was understood as practical knowl-
edge derived directly and exclusively from the development
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of scientific theoretical knowledge, as a synonym for tech-
nique, and; as a simple tool or artifact built for a task. “Tech-
nology” generalizes procedures, tools, techniques, method-
ologies, methods, and other proposals [Santos et al., 2012].

3.2.3 Data Sources

The defined search string was applied to the ACMDigital Li-
brary1, IEEE Xplore2 and Elsevier Scopus3 digital libraries.
The first is specialized in publications in Computing; the
second, in Engineering, Computing, Information Technol-
ogy, among others and; the third covers several interdisci-
plinary bases, totaling approximately 240 disciplines. In this
way, we sought relevant publications in Computing without
discarding the possibility of finding relevant publications in
multidisciplinary studies or studies carried out outside Com-
puting. No other filters were applied.

3.2.4 Search String

The chosen terms were based on the previous knowledge
of the researchers involved in this SMS. Based on the Pop-
ulation, Intervention, Comparison, Outcome, and Context
(PICOC) [Kitchenham et al., 2016] strategy, the final string
contained the Population, Intervention, and Outcome com-
ponents 1. The Comparison and Context components were
not used because the SMS goal was to characterize and
not compare evaluation technologies. The boolean operator
“OR” was used to indicate synonyms or alternatives, and the
boolean operator “AND” was used to join the terms in each
component and all the components. The search string was
((“holographic” OR “holography” OR “hologram” OR “aug-
mented reality” OR “extended reality” OR “mixed reality”)
AND (“touchable” OR “tangible” OR “touchless” OR “mid-
air”)) AND (“method” OR “methodology” OR “approach”
OR “technique” OR “solution” OR “framework” OR “pro-
posal” OR “tool”) AND ((“usability” OR “user experience”
OR “UX” OR “user satisfaction”) AND (“evaluation” OR
“assessment”)).

3.2.5 Criteria

Some criteria were established for excluding and including
publications to select publications that contain helpful in-
formation for extracting data and answering research sub-
questions. A publicationwas excluded if it met any exclusion
criteria and included if it met any inclusion criteria. The in-
clusion criteria were I1: The publication evaluates touchable
holographic solutions in terms of UX or usability; I2: The
publication presents a new UX and/or Usability evaluation
proposal for a touchable holographic solution; and E3: The
publication evaluates a new UX and/or Usability evaluation
proposal for a touchable holographic solution.
The exclusion criteria were E1: Publication not avail-

able in English or Portuguese; E2: Publication is not peer-
reviewed; E3: The publication is not a full paper and may
not contain research details; E4: Publication is not a single

1https://dl.acm.org/
2https://ieeexplore.ieee.org/
3https://www.scopus.com/

Figure 1. Search String Composition

article; E5: Publication requires payment for access and is
not accessible through institutional proxies available to SMS
researchers; E6: The publication has already been included
by another digital library used in this SMS. It is a duplicate
publication; E7: Publication does not report a primary study
but is a secondary one (systematic review, mapping, or other
surveys); and E8: The publication does not meet any inclu-
sion criteria. It does not meet the scope and main research
question.

3.3 Execution
3.3.1 Publication selection

The studies used the collaborative tool Porifera [Campos
et al., 2022]. The publication selection process had two
stages (two filters), run collaboratively and with predefined
criteria (Figure 2). Three researchers participated in the pub-
lication selection process, aiming mainly at reducing the bias
that would occur if only one carried out the entire process. A
doctoral student, his co-advisor, and her advisor carried out
the Initial SMS. The Extended SMS was conducted by an
undergraduate in her Completion of Coursework, with the
participation of the same doctoral student and advisor from
the previous study.
In the first stage, the publications were analyzed based

on their metadata (title, abstract, type of publication, among
others). Each of the three researchers individually evaluated
the first 15% of the publications and assigned an inclusion
or exclusion criterion without knowing the criteria applied
by their colleagues. If there was agreement, the publication
moved on to the next phase. If there was disagreement, the
researchers discussed it in a meeting.
This process was limited to 15% of the publications in
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the first filter due to the high number of publications ob-
tained. Review by all researchers on all items would take
more time because it would require, in addition to the in-
dividual assessment of each researcher, meetings to discuss
and establish decision-making consensus. These first evalua-
tions served to equalize knowledge and adjust the application
of the criterion among researchers, obtaining a reliable level
of agreement based on the Kappa Fleiss coefficient [Fleiss,
1971], which allowed the continuation of the evaluation of
the remaining 85% of the publications by only one of the
researchers to accelerate the process. In SMS 1, the postdoc-
toral student completed the reviews on the publications of
the first filter and, in SMS 2, the undergraduate finished the
reviews on publications of first filter..The simple agreement
and the Kappa index are calculated based on the nature of the
criteria assigned by each researcher.
The Initial SMS collected 3531 publications from data

sources, of which 266 (about 7.5%) were accepted in the first
stage. The first stage raised 0.7767 Kappa Fleiss index and
92.08% of simple agreement. The Kappa Cohen coefficients,
which consider evaluators in pairs, had values of 0.723 for
Researcher 1 (doctoral student) and Researcher 2 (advisor),
0.798 for Researcher 1 and Researcher 3 (co-advisor) and;
0.805 between Researcher 2 and 3. These values are classi-
fied as substantial byLandis and Koch [1977] and good, by
Altman [1990].
The Extended SMS collected 1878 publications from data

sources, of which 100 (about 5,3%) were accepted in the
first stage. The first stage raised 0.6213 Kappa Fleiss index
and 91.49% of simple agreement. The Kappa Cohen coeffi-
cients had values of 0.658 for Researcher 1 and Researcher
2, 0.606 for Researcher 1 and Researcher 4 (undergraduate)
and; 0.607 between Researcher 2 and 4. These values are
classified as substantial byLandis and Koch [1977] and good,
by Altman [1990] for the first pair of researchers, and moder-
ate in both interpretations [Landis and Koch, 1977; Altman,
1990] for the second and third pair.
In the second stage, all the publications accepted in the

first filter were evaluated by all researchers. In this step, the
full text of the publications was accessed, and the publica-
tions were analyzed in light of their entire content. In the
same way, each of the three researchers made their assess-
ment individually, and if there was agreement, the publica-
tion moved on to the data extraction phase. When there was
disagreement, the researchers discussed and decided by con-
sensus.
In this step, the Initial SMS selected 40 publications for

data extraction, obtaining a simple agreement of 81.58%, and
Kappa index of 0.5779, considered “moderated” in both in-
terpretations [Altman, 1990; Landis and Koch, 1977]. The
Kappa Cohen coefficients were 0.593 for Researcher 1 and
Researcher 2, 0.669 for Researcher 1 and Researcher 3 and;
0.475 between Researcher 2 and 3. These values are clas-
sified as substantial moderate in both classifications for the
first and third pairs and, substantial and good, respectively by
Landis and Koch [1977] and Altman [1990] for the second
researcher’s pair.
The Extended SMS selected 25 publications for data ex-

traction, obtaining a simple agreement of 88.0%, and Kappa
index of 0.7847, considered “good” in interpreting by Alt-

man [1990] and “substantial” by Landis and Koch [1977].
The Kappa Cohen coefficients had values of 0.811 for Re-
searcher 1 and Researcher 2, 0.811 for Researcher 1 and Re-
searcher 4 and; 0.733 between Researcher 2 and 4. These
values are classified as “almost perfect” by Landis and Koch
[1977] and “very good” by Altman [1990] for the first and
second researcher’s pairs, and substantial and good by the
same authors respectively for the third researcher’s pair.

Combined, both studies collected 5409 publications, of
which 366 (approximately 6.8%) passed through the first fil-
ter and 65 passed through the second filter and were moved
to data extraction (Tables 1 and 2).

Table 1. Selected Publications in Initial SMS
Publication Study
[Williams et al., 2020] Initial
[Dehghani et al., 2020] Initial
[Jasche and Ludwig, 2020] Initial
[Kim et al., 2020] Initial
[Lee et al., 2020] Initial
[Whitlock et al., 2018] Initial
[Vaquero-Melchor and Bernardos, 2019] Initial
[Seiger et al., 2021] Initial
[Xu et al., 2020] Initial
[Kang et al., 2020] Initial
[Mahajan et al., 2020] Initial
[Plasson et al., 2019] Initial
[Aslan et al., 2019] Initial
[Qian et al., 2019] Initial
[Matsumaru et al., 2019] Initial
[Xu et al., 2019] Initial
[Munsinger et al., 2019] Initial
[Kim et al., 2019] Initial
[Becker et al., 2019] Initial
[Frutos-Pascual et al., 2019] Initial
[Dudley et al., 2018] Initial
[Whitlock et al., 2018] Initial
[Cao et al., 2018] Initial
[Lin et al., 2017] Initial
[Kim and Lee, 2016] Initial
[Shim et al., 2016] Initial
[Brancati et al., 2015] Initial
[Caruso et al., 2015] Initial
[Adhikarla et al., 2015] Initial
[Ha et al., 2014] Initial
[Sand et al., 2015] Initial
[Lee et al., 2019b] Initial
[Wright et al., 2019] Initial
[Mau-Tsuen Yang and Wan-Che Liao, 2014] Initial
[Zhu and Grossman, 2020] Initial
[Weichel et al., 2014] Initial
[Lee et al., 2019a] Initial
[Higuchi and Komuro, 2013] Initial
[Lee et al., 2013] Initial
[Huang et al., 2015] Initial
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Table 2. Selected Publications in Extended SMS
Publication Study
[Bozgeyikli and Bozgeyikli, 2021] Extended
[Chien and Lin, 2021] Extended
[Daskalogrigorakis et al., 2022] Extended
[Flick et al., 2021] Extended
[He et al., 2022] Extended
[Hu et al., 2022] Extended
[Jang et al., 2022] Extended
[Li et al., 2022] Extended
[Liu et al., 2023] Extended
[Lystbæk et al., 2022a] Extended
[Lystbæk et al., 2022b] Extended
[McCord et al., 2022] Extended
[Pei et al., 2022] Extended
[Plasson et al., 2022] Extended
[Qian et al., 2022] Extended
[Serrano et al., 2022] Extended
[Shen et al., 2022] Extended
[Uzor and Kristensson, 2021] Extended
[Venkatakrishnan et al., 2023] Extended
[Wang et al., 2022] Extended
[Wang et al., 2021a] Extended
[Wang et al., 2021b] Extended
[Weerasinghe et al., 2022] Extended
[Yu et al., 2022] Extended
[Zhao et al., 2023] Extended

Figure 2. Publication selection

3.3.2 Data extraction

Data extraction is a phase of SMS that aims to respond to
research sub-questions through information in selected pub-
lications. The extraction was carried out with the support
of a template form instantiated for each publication. One
of the SMS researchers performed the extraction, which was
checked by the other researchers involved.

3.3.3 Data analysis

All the extracted data was tabulated in a spreadsheet to per-
form counting, statistical calculations, and graph plotting
to better understand the numbers obtained. The following
sections present the numbers and main results that were
achieved.

3.4 Reporting
The string submission occurred on April 25, 2021, in the Ini-
tial SMS. The query result brought 3,531 publications, 1026
from the ACM Digital Library, 692 from IEEE Xplore, and
1813 from Scopus. In the Extended SMS, the string submis-
sion occurred on April 25, 2023, and obtained 1,878 publi-
cations, 496 from the ACM Digital Library, 309 from IEEE
Xplore, and 1,073 from Scopus. Complete reports are avail-
able online for the Initial SMS [Campos et al., 2023a] and
Extended SMS [Campos et al., 2024].

3.4.1 Publication years

In the Initial SMS, the selected publications were between
2013 and 2021, with the last three years (2019, 2020, and
2021) concentrating more than half of the period publica-
tions. In the Extended SMS, the search string was submitted
on 25 April 2023 and only selected the publications after 25
April 2021.
The number of publications by year (Figure 3) shows

significant waves. The first wave occurred between 2013
and 2015, after the launch of Google Glass™ in mid-April
2013. The production and availability of Google Glass™
were stopped in early 2015 for the public and resumed only
after July /2017 for the business environment [Woolf, 2015].
This fact may explain the decline of the first wave. Before
Google Glass™, producing touchable holography required
creativity to combine equipment not designed for this pur-
pose, such as the use of a Liquid Crystal Display (LCD)
[Higuchi and Komuro, 2013], the use of reflective material
[Weichel et al., 2014] or projection on a fog screen [Caruso
et al., 2015; Sand et al., 2015]. Until then, most AR/MR ap-
plications were limited to the screen space of smartphones
and tablets, where the main way of interaction was through
the touchscreen.
The second wave occurred between 2017 and 2020. After

the launch of Google Glass™, other companies sought to of-
fer smart glasses equipment, such as MAD Gaze Ares™, an-
nounced in 2016. This was followed by the launch of HMD
equipment, such as MS Hololens™ 1, Magic Leap One™
and MS Hololens™ 2, released in Mar/2016, Aug/2018 and
May/2019, respectively. The availability of these new de-
vices coincides with the beginning of the secondwave of pub-
lications. In addition, in 2019, the Applied Sciences journal
published a special issue entitled Augmented Reality: Cur-
rent Trends, Challenges and Prospects [MDPI, 2024].
The COVID-19 pandemic may justify the decline in publi-

cations in 2020 and 2021 since experiments with users should
take place in person, and the shared use of wearable equip-
ment is commonly necessary. Soon after this period, a third
wave started in the year 2022, which presented the highest
number of publications, showing a resumption in research
and confirming the topic’s growth potential. The low number
of publications in 2023 is justified by submitting the search
string in the year’s first four months of that year.

3.4.2 Publication locales

Regarding the geographical distribution of the publications
(Figure 4 and Table 3), considering both studies, most are
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Figure 3. Publications by Year

from Europe (24 publications: United Kingdom, six; Ger-
many, three; Denmark, Finland, France, Spain, two each and;
Greece, Hungary and Slovenia, one publication each), North
America (21 publications: United States, 18 and; Canada,
three), and Asia (20 publications: China, seven; South Ko-
rea, five; Hong Kong, four; Japan and Taiwan, two). If the
publication said the locale of the study, like a laboratory or a
university, this information was considered. If not, the coun-
try of most of the article’s authors or the first author was con-
sidered the origin.

Figure 4. Publications by Country

In both studies, the continental distribution of publications
did not undergo significant changes. Europe was the birth-
place of most publications in both studies (37.5% and 40%,
respectively). Asia ranged from 32.5% to 28%, and North
America from 30% to 32%. The United States predomi-
nated leadership in both studies (25% and 32%, respectively).
China’s growth in publications (from 5% to 20%), as did the
United Kingdom (7.5% to 12%). Of the nations that occu-
pied a relevant position in the first study and decreased in
the second, we highlight South Korea (from 10% to 4%) and
Hong Kong (from 10% to 0%).
According to common sense, the countries listed are more

developed and have a higher per capita income than most
countries in regions such as South or Central America and
Africa. In addition, some vendors do not make devices avail-
able globally, concentrating their sales in the so-called first-
world countries. Also, there are many well-structured labora-
tories and research groups dedicated to AR/MR/VR research
in the countries from which the publications originated, for
example, the Ubiquitous Virtual Reality (UVR) Lab in South
Korea 4; the MIT Media Lab 5 in the United States; and the

4https://uvrlab.org
5https://www.media.mit.edu/

Table 3. Publications by Locales
Locale SMS1 SMS2 Sum
Europe 14 10 25
North America 13 8 21
Asia 13 7 20
Countries
United States 10 8 18
China 2 5 7
United Kingdom 3 3 6
South Korea 4 1 5
Hong Kong 4 0 4
Germany 2 1 3
Canada 3 0 3
Denmark 0 2 2
Finland 2 0 2
France 1 1 2
Italy 2 0 2
Japan 2 0 2
Spain 1 1 2
Switzerland 2 0 2
Taiwan 1 1 2
Greece 0 1 1
Hungary 1 0 1
Slovenia 0 1 1
Total 40 25 65

Digital Media Technology (DMT) Lab, in the UK 6.

3.4.3 Publication venue

Both studies showed similar distributions in terms of the pub-
lication vehicle (event or journal). In the Initial SMS, almost
two-thirds of the publications (65%, 26 publications) took
place in events (conferences, symposiums, among others),
and about a third (35%, 14 publications) were in journals. In
the second SMS, there were 15 (60%) publications in events
and 10 (40%) in journals.
About events (Figure 5), considering both studies, 53.6%

(22 of 41) of the publications focused on four events: at the
IEEE Conference on Virtual Reality and 3D User Interfaces
(IEEEVR); ACM Conference on Human Factors in Com-
puting Systems (ACM CHI); International Symposium of
Mixed and Augmented Reality (ISMAR); and ACM Sym-
posium on User Interface Software and Technology (ACM
UIST). These four events are references in the VR/AR/MR
(IEEEVR and ISMAR) and HCI (ACM CHI and ACM
UIST). ACM CHI is the premier conference in the field
of HCI, organized by the Special Interest Group on HCI
(Special Interest Group on Human-Computer Interaction,
SIGCHI). IEEEVR emerged from the union of two events,
one dedicated to VR and the other to 3D User Interface. IS-
MAR emerged from the merger of two events, one dedicated
to AR and the other to MR, and is also supported by ACM
SIGCHI. Finally, UIST brings together researchers and prac-
titioners from diverse fields that include graphical and web
user interfaces, tangible and ubiquitous computing, VR and
AR, and multimedia, among other topics. The Extended
SMS registered a growth of publications at the ISMAR con-
ference (2 to 6 publications).

6https://www.bcu.ac.uk/computing/research/digital-media-technology
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Figure 5. Publications in Events

Regarding the publications in journals (Figure 6), the
second study brought a substantial contribution from the
IEEE Transactions on Visualization and Computer Graphics,
which became the most frequent publication vehicle in the
sum of the studies. In second place comes the Applied Sci-
ences, which stood out in the first study due to a special edi-
tion called “Augmented Reality: Current Trends, Challenges,
and Prospects (2009)” and a new publication selected in the
second study. Other vehicles with more than one publication
were Proceedings of the ACM on Human-Computer Interac-
tion (PACMHCI), ACM Transactions on Computer-Human
Interaction, and Multimedia Tools and Applications. The
other publications were distributed in journals with different
focus, including VR, Computer Graphics and Visualization,
Applied Ergonomics, HCI, and Technology in Society.

Figure 6. Publications in Journals

4 Findings

4.1 SQ1 - Publication Contribution Type
As proposed by Wieringa et al. [2006], the type of contribu-
tion can be evaluation research, proposal of solution, valida-
tion research, philosophical, opinion, or personal experience.
Knowing the publication’s purpose helps to understand the
research stage within the engineering cycle. All publications
in both studies were of the validation research contribution
type. In this contribution type, the investigation focuses on
the properties of a proposal not yet implemented in practice.
Possible research methods are experiments, simulation, pro-
totyping, mathematical analysis, and mathematical proof of
properties, among others [Wieringa et al., 2006].
In these studies, the selected publications focused on in-

vestigating the properties of a touchable holographic solu-
tion in a laboratory or controlled environment by user ex-
perimentation and applying usability or UX evaluation tech-
nologies. For example, Williams et al. [2020] investigated
how users manipulate virtual objects in AR using multi-
modal (gesture+voice) and unimodal (gestures only) interac-
tion. Using an HMD, each participant performed some ma-
nipulation tasks and then answered a NASA Task Load In-
dex (NASA-TLX) questionnaire [Hart and Staveland, 1988].
The paper presents the most used gestures and the least effort
way to interact.
Only one publication (1.5%, 1 of 65) of Initial SMS pre-

sented a proposal of solution. A proposal of solution of-
fers a technical solution (new or an improvement of an exist-
ing technique) and defends its relevance through a proof of
concept, example, or solid argument [Wieringa et al., 2006].
For example, Dehghani et al. [2020] presented a theoretical
framework to evaluate solutions on the Windows Mixed Re-
ality (WMR) platform regarding user satisfaction and behav-
ioral intention based on components such as perceived func-
tional benefits, perceived trust, perceived visual appeal, per-
ceived immersion, perceived autonomy and interaction. This
publication also presented a study in which participants per-
formed tasks using HMD (MS Hololens™) and answered a
questionnaire. The result verified the reliability and validity
of the hypotheses of the theoretical model.
No publications’ contributions were classified as evalua-

tion, philosophical, opinion, or personal experience research
papers.

4.2 SQ2 - Research Area
We tried to identify the origin of the publication’s authors
to determine what area (Administration, Computing, Engi-
neering, among others) carried out the research. Solutions
created outside the areas that usually study human-computer
or human-machine interaction could be focused on practical
applications of touchable holography.
In the results, the area of Computer Science dominated,

with 53.8% (35 of 65). For example, Munsinger et al. [2019]
is a publication from the Dept. of Computer Science at the
University of Texas at San Antonio and Jang et al. [2022]
is a publication from the School of Computing at KAIST in
Daejeon, South Korea. However, the number of publications
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Table 4. Summary Results - sub-questions related to publications
sub-question Possible Answers SMS1 SMS2 Sum
SQ1. What is the type of contribution of the article?
According to Wieringa et al. [2006]

Validation research 40 100% 25 100% 65 100%
Proposal of solution 1 2.5% 0 0% 1 1.5%

SQ2. In which area was the research carried out?
Computing 26 65.0% 9 36% 35 53.9%
Engineering 11 27.5% 11 44% 22 33.8%
Other 3 7.5% 5 20% 8 12.3%

Table 5. Summary Results - sub-questions related to evaluations technologies
sub-question Possible Answers SMS1 SMS2 Sum

SQ3. Which quality criteria is the focus of the
evaluation technology?

Usability 85 80,2% 53 56.4% 138 69.0%
UX 20 18,9% 39 41.5% 59 29.5%
Usability and UX 1 0,9% 2 2.1% 3 1.5%

SQ4. What is the type of evaluation technology?
For usability, according Ivory and Hearst [2001]
For UX, according Roto et al. [2009]

Usability - test 33 38,4% 20 36.4% 53 37.6%
Usability - inspection 1 1,2% 0 0.0% 1 0.7%
Usability - inquiry 52 60,4% 35 63.6% 87 61.7%
UX - survey 21 100% 41 100% 62 100%

SQ5. What aspects or metrics were considered
in the evaluation technology?

Open answers

SQ6. Was the identified assessment technology
based on any existing technology, or was it cre-
ated for the study?

Yes, fully 42 39,6% 28 29.7% 70 35.0%
Yes, partially 7 6,6% 4 4.3% 11 5.5%
No 57 53,8% 62 66.0% 119 59.5%

SQ7. Was the technology empirically evaluated? Yes 1 0,9% 0 0% 1 0.5%
No 105 99,1% 94 100% 199 99.5%

from Computer Science decreased from 65% (26 of 40) to
36% (9 of 25) between the Initial and the Extended SMS.
Another area that stood out was Engineering (Industrial,

Electrical, Mechanical, and Biomedical), with 33.8% (22 of
65) publications. For example, Kim and Lee [2016] is a pub-
lication from the Dept. of Industrial Engineering at Chon-
nam National Univ. in Gwangju, South Korea, and McCord
et al. [2022] is a publication from different departments of
Engineering, like School of Sustainable Engineering and the
Built Environment of the Arizona State University, Depart-
ment of Civil and Environmental Engineering of University
of Nebraska-Lincoln and, Department of Engineering Edu-
cation of Virginia Polytechnique Institute, among others in-
volved centers.
Other distinct areas were identified (12.3%, 8 of 65), like

the Administration/Business [Dehghani et al., 2020], the De-
sign [Kang et al., 2020], the “Culture Technology” in Hu-
manities and Social Convergence Sciences [Ha et al., 2014]
and the Medical Science [Yu et al., 2022] areas. In the Ini-
tial SMS were three publications (7.5% from 40) from other
areas. This number increased in the Extended SMS to five
publications (20% from 25).

4.3 SQ3 - Quality Criteria

Knowing the focus of Evaluation Technology (ET) can help
to understand the goal of the ET and the aspects that the tech-
nology was looking to cover. The denomination given by
the publication’s authors was respected to determine the ET
criterion. Some publications did not explicitly use usability
or UX terms. In this case, it was classified as usability if
the aspects or metrics described were related to pragmatic at-
tributes or the classic components of usability, such as effec-
tiveness and efficiency. It was classified as UX if the aspects
ormetrics describedwere hedonic attributes. For example, in

Vaquero-Melchor and Bernardos [2019], a test-based ET, the
metrics were “time to perform the process” and “size error”.
These metrics are common for effectiveness and efficiency
aspects related to usability. Therefore, although not named
by the authors, this ET was classified as a usability ET.

Both SMS identified 200 applications of evaluation tech-
nologies in the collected studies, 106 in the Initial SMS and
94 in the Extended SMS. Usability is the most present crite-
rion, found exclusively in 69% (138 of 200) of the ETs. For
example, in Mahajan et al. [2020], the solution was evalu-
ated twice through a usability test with registered data and
the SUS questionnaire. The Extended SMS result indicated
a decrease in technologies exclusively focused on usability,
from 80.2% (85 of 106) to 56.4% (53 of 94).

Almost one-third (29.5%, 59 of 200) of technologies fo-
cused exclusively on UX. This focus had an increment from
Initial to Extended SMS, from 18.9% (20 of 106) to 41.5%
(39 of 94). For example, in Xu et al. [2020], the UEQ ques-
tionnaire was applied to evaluate the UX of the touchable
holographic solution, while, in Qian et al. [2019], a cus-
tomized questionnaire, with Likert scale, was created to eval-
uate the UX of the solution presented by the authors.

Only three technologies (1.5%) addressed Usability and
UX criteria together. In the Initial SMS, one ET was found,
and in the Extended SMS, two ETs were found. This hap-
pened in Dehghani et al. [2020] through a prepared question-
naire by the authors, part of a framework to evaluate WMR
solutions, in Plasson et al. [2022] when the participants filled
out a questionnaire with open questions like “Are they hard?”
and “Are they frustrating?” and in Li et al. [2022] where a 7-
point Likert scale questionnaire encompassed issues about
ease of learning, ease of performance, naturally intuitive,
comfort, enjoyment, satisfaction, tiring, frustration, suitabil-
ity for the task, and efficiency.
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Table 6. Summary Results - sub-questions related to touchable holographic solutions
sub-question Possible Answers SMS1 SMS2 Sum
SQ8. Has the holographic solution been sub-
jected to an empirical study?

Yes 40 100% 25 100% 65 100%
No 0 0% 0 0% 0 0%

SQ8.1 What is the empirical method used? Controlled experiments 26 65.0% 20 80.0% 46 70.6%
Case study 14 35.0% 6 24.0% 20 30.7%

SQ8.2 How many people participated in the
study?

Average 17.6 — 18.4 — — —
Median 13 — 15 — — —
Min 4 — 4 — — —
Max 98 — 54 — — —

SQ8.3 What was the type of analysis of the
study results?

Quantitative 23 57.5% 8 32.9 % 31 47.7%
Qualitative 1 2.5% 0 0.0 % 1 1.5%
Both (quanti+quali) 16 40.0% 17 68.0% 33 50.8%

SQ9. How was holography named in the
study?

Augmented Reality 29 72.5% 23 92.0% 52 80.0%
Mixed Reality 9 22.5% 2 8.0% 11 16.9%
Other 2 5.0% 0 0.0 % 2 3.1%

SQ10. How is holography presented to the
user?

By screen 36 90.0% 25 100.0% 61 93.9%
By optical-physical phen. 4 10.0% 0 0.0% 4 6.1%

SQ11. What type of technology is used to
(re)produce holography?

Head-mounted display 23 57.5% 25 100.0% 48 73.8%
Smart glass 7 17.5% 0 0.0% 7 10.8%
Smartphone or tablet 3 7.5% 0 0.0% 3 4.6 %
Others 3 7.5% 0 0.0% 3 4.6 %
Reflexive material 2 5.0% 0 0.0% 2 3.1 %
Fog screen projector 2 5.0% 0 0.0% 2 3.1 %

SQ11.1. Which manufacturer and model of
technology(s) are used for projection?

Open answers.

SQ12. What type of technology is used to
detect interaction (touch)?

Near Infrared (NIR) exter-
nal camera

9 22.5% 2 8.0% 11 16.9%

RGB-D built-in camera 19 47.5% 23 92.0% 42 64.6%
RGB-D external camera 7 17.5% 1 4.0 % 8 12.3%
RGB built-in camera 4 10.0% 0 0.0% 4 6.1%
RGB external camera 3 7.5% 0 0.0% 3 4.6%

SQ12.1 What manufacturer and model of
technology(s) were used to detect the inter-
action?

Open answers.

SQ13. For what purpose was the THS cre-
ated?

Open answers.

SQ14. Which touch gesture styles are al-
lowed by the solution? According to Aigner
et al. [2012]’s classification

Pointing 40 100,0% 25 100.0% 65 100.0%
Pantomimic 26 65.0% 8 32.0% 34 52.3%
Manipulation 15 37.5% 1 4% 16 24.6%

SQ15. What is the quality of the holographic
projection image touched by the user?

WIMP 23 57.5% 15 60.0% 38 58.4%
3D RAW object 17 42.5% 9 36.0% 26 40.0 %
3D with light, shadow or
texture

6 15.0% 5 20.0% 11 16.9%

Not available 1 2.5% 0 0.0% 1 1.5%

SQ16. Is there feedback from the touch ac-
tion? By which means?

Yes, visual 39 97.5% 23 92.0% 62 95.4%
Yes, ultrassonic (haptic) 2 5.0% 2 8.0% 4 6.1%
Yes, auditive 1 2.5% 8 32.0% 9 13.8%
Not available 1 2.5% 1 4.0% 2 3.1%

4.4 SQ4 - Type of Evaluation Technology

According to Ivory and Hearst [2001], usability methods can
be testing, inspection, inquiry, analytical modeling, or sim-
ulation. In UX, according to Roto et al. [2009], the meth-
ods can be a laboratory study, field study, survey, and expert
evaluation. This sub-question is expected to obtain the most
common methods and those that are less used in the context
of touchable holographic solutions. The results for this ques-
tion had little variation between the two studies, maintaining
almost the same proportion between the results.
Regarding usability ETs, the most used method was the in-

quiry (61.7%, 87 of 141), when users give feedback through

surveys, interviews, questionnaires, or related ways [Ivory
and Hearst, 2001]. For example, in Weichel et al. [2014], the
authors used the interview to evaluate the usability. In Shim
et al. [2016], the authors applied the USE questionnaire to
evaluate the solution. In Wang et al. [2021b], the authors
applied the SUS and a custom 5-point Likert scale question-
naire to evaluate the solution’s usability.

The second method was testing (37.6%, 53 of 141), when
a researcher observes users interacting with the interface to
determine usability issues [Ivory and Hearst, 2001]. For ex-
ample, in Brancati et al. [2015], user testing with the Think-
Aloud protocol was used to evaluate the usability. User test-
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ing was performed in Wright et al. [2019] and in Uzor and
Kristensson [2021], with data recorded (like completion time
and error rate) for further analysis.
Only one technology (0.7%), found in the initial SMS,

focusing on usability, used the inspection method when an
evaluator uses a set of criteria or heuristics to identify po-
tential usability problems in the interface [Ivory and Hearst,
2001]. This happened at Jasche and Ludwig [2020], where
experts inspected a holographic interface for 3D printing con-
trol. The Extended SMS found no other inspection method-
based technology.
There were no analytical modeling or simulation methods.

Analytical modeling is when an evaluator employs user and
interface models to generate predictions about usability, and;
simulation is when an evaluator uses user and interface mod-
els to simulate interaction and report the results [Ivory and
Hearst, 2001].
Regarding UX ETs, the only method used was the survey

(100%, 62 of 62). In surveys, user feedback is collected
through interviews and questionnaires answered [Roto et al.,
2009]. For example, in Kang et al. [2020], three assessments
were performed using the survey. The first used a question-
naire with a Likert scale created for the solution, the second
used an adaptation of the Technology Acceptance Method
(TAM) to evaluate the perceived level of enjoyment, and the
last was through user interviews [van der Heijden, 2004]. In
Liu et al. [2023], the authors used the UEQ and a structured
interview to assess the user experience.
Looking specifically at the Usability inquiry and UX sur-

vey types (Figure 7), which can be carried out through in-
terviews or questionnaires, for example, we noticed that the
questionnaire-based method was the most abundant among
the evaluation technologies found (60%, 120 of 200 ETs).
The interviews appeared more among the technologies that
evaluated the UX criterion (33%, 21 of the 62 ETs that eval-
uated only UX or Usability+UX). In Extended SMS, there
was a proportional increase in interview use in UX assess-
ments, jumping from 23.8% (5 of 21) to 39% (16 of 41) of
the technologies (Figure 8).

Figure 7. Evaluation Methods (joined SMSs)

Figure 8. Evaluation Methods (separated SMSs)

4.5 SQ5 - Covered Aspects by the ET

The term “aspect” refers to a component or dimension within
the usability or UX criteria. We prioritized identifying as-
pects such as effectiveness, efficiency, satisfaction, and en-
joyment. When this was impossible, the evaluation’s met-
rics, like time to complete a task, were used to determine the
aspects. These identified aspects helped classify the ET’s
coverage concerning the UX and usability criteria. The fol-
lowing process was used to determine which usability or UX
aspects an evaluation technology covers. An exploratory
search first identified the main aspects of usability and UX
in the literature. Then, each metric or aspect found in the
publications was mapped or reclassified to match the identi-
fied aspects of the exploratory search. For example, various
technologies had UX aspects labeled as “amusement,” “en-
joyment,” “perceived enjoyment,” and “perceived level of
enjoyment,” which were reclassified under “Pleasure/Fun”.
Regarding the aspects present in the Usability ET (Ta-

ble 7), the most frequent aspect (39.7%, 36 of the 141
technologies) was efficiency about time (Efficiency/Time),
with metrics such as “task completion time”, “entry rate”,
“speed” and “words per minute”. This aspect was covered
mainly through test sessions with data recording. The sec-
ond most frequent aspect (31.9%, 45 of 141) was Overall
Usability, evaluated mainly through the SUS questionnaire
and the Think-Aloud method. Also appeared with good fre-
quency the Effectiveness/Accuracy (29.8%, 42 of 141), Sat-
isfaction/Comfort (27%, 38 of 141), Satisfaction (25.5%, 36
of 141), Efficiency/Physical Effort (23.4%, 33 of 141) and
Efficiency/Mental Effort (19.9%, 28 of 141) aspects.
Both studies presented the same aspect with the highest

frequency (Efficiency/Time) and the same group with six as-
pects with the highest frequency, varying the order internally
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(Effectivenes/Accuracy, Efficiency, Efficiency/Time, Overall
Usability, Satisfaction and Satisfaction/Comfort). In relation
to the Initial SMS, the Extended SMS presented a signif-
icant increase in technologies covering the aspects of Effi-
ciency, Efficiency/Physical Effort, Satisfaction and Satisfac-
tion/Comfort. However, the Overall Usability aspect had
less appearance in the Extended SMS.
Each technology evaluated between two and three (2.65)

aspects on average. The evaluation technology considered
to have the greatest coverage of aspects was the Useful-
ness, Satisfaction, and Ease of Use Questionnaire (USE)
[Lund, 2001], which covered 11 aspects. A group of as-
pects that appeared frequently was Effectiveness/Accuracy
together withEfficiency/Time, both appearing in 37 ETs, with
the two aspects appearing alone in 25, all in usability tests
with recorded data.
Regarding the aspects present in UX ET, the most frequent

in both SMS wereGeneric UX (present in 70.9% of UX ETs,
44 of 62), Usability (32.2%, 20 of 62) and Pleasure/Fun
(24.2%, 15 of 62). These three aspects appeared more fre-
quently in both SMSs, only reversing the second and third
placed order. These three aspects also appear in 9 evalua-
tions that used the same ET, the UEQ [Laugwitz et al., 2008].
This ET also addresses the Stimulation, Trustworthness and
Creative/Novelty aspects, which in the studies appeared with
the frequency, respectively, of 16.1% (10 of 62), 16.1% (10
of 62) and 14.5% (9 of 62).
Each technology evaluated two (2.08) aspects on average.

The evaluation technology considered to have the greatest
coverage of aspects was the UEQ, which covered 6 aspects.
Almost half (40 out of 62) of the technologies evaluated only
one aspect (median: 1), and the Generic UX aspect was the
one that most appeared as the only aspect of evaluation. This
happened in 32 technologies, with greater frequency in those
found in Extended SMS (25 vs. 7 technologies in Initial
SMS) and, 20 of which occurred through interviews. The
aspects that also appeared in isolated evaluations were Pres-
ence (3x) and Pleasure/Fun (2x).

4.6 SQ6 - Existing/Known Technology
The answers to this question can indicate what common tech-
nologies are used to evaluate the usability or UX of touchable
holographic solutions.
Regarding the nature of evaluation technologies applied

(Table 9), 60% (120 of 200) were not based on any known
technology. This group includes technologies with test and
investigation methods exclusively created for the presented
solution, called ad-hoc. For example, Weichel et al. [2014]
presented a solution based on screen and semi-mirror mate-
rial for 3D modeling using hands. This solution was sub-
mitted to two usability evaluations. In one, a questionnaire
with eight sentences on a Likert scale was applied, contain-
ing terms/phrases such as “Usefulness of Existing Objects”,
“Useful of Gestural Icons”, “No arm fatigue,” and “Easy to
use”. Considering only ad-hoc technologies, 39.1% (47 of
120) were based on data recording and applied in usability
tests. Another 27.5% (33 de 120) were applications of ques-
tionnaires on a Likert scale, 20.8% (25 de 120) were appli-
cations of interviews, 6.6% (8 de 120) were applications of

questionnaires with open questions, 2.5% (3 de 120) were
applications of questionnaires using other scales, such as nu-
merical ranking, and 3.3% (4 de 120) were applications of
questionnaires with an unknown scale (not reported in the
publication).
Of the 200 technologies, 72 (36%) were assessments

performed with known technologies, such as Think-Aloud
[Nielsen, 1993], SUS [Brooke, 1996], NASA-TLX [Hart and
Staveland, 1988], and UEQ [Laugwitz et al., 2008]. The re-
maining 4% (8 of 200) were assessments performed with
adaptations or part of known technologies. For example,
Xu et al. [2020] investigated users’ awareness of the inter-
action limitation given by the limit of the field of view in
HMD-based solutions. This publication related seven assess-
ments, including six based on existing evaluation technolo-
gies. Think-Aloud was used to raise users’ challenges during
the interaction and possible improvements in the system. The
SUS, NASA-TLX, Borg CR-10 [Borg, 1998], Computer Vi-
sion Syndrome Questionnaire (CVS-Q) [Seguí et al., 2015],
and UEQ questionnaires were also applied for this solution.
The other evaluation of the solution was through an ad-hoc
usability test based on data records. Ordered by most fre-
quently, the main known technologies (Table 11) found in
both SMS were: NASA-TLX (24 times, including RAW-
RLX [Hart, 2006]); SUS (21 times); UEQ (9 times); Think-
Aloud protocol (6 times); UEQ (5 times); USE (3 times) and;
Borg CR-10 (3 times).

4.7 SQ7 - Empirical Assessment of ET

This sub-question aimed to know if the applied ET was em-
pirically evaluated and if this evaluation was reported in the
publication. In the Initial SMS, only one (2.5%) of the 106
performed ET was an original proposal submitted to an em-
pirical evaluation. This ET Dehghani et al. [2020] was cre-
ated to evaluate the experiences using WMR solutions in re-
tail services to verify the factors that affect the user’s attitude
towards usingWMR in shopping experiences. The model in-
vestigated whether Perceived Functional Benefits, Perceived
Trust, Perceived Visual Appeal, Perceived Immersion, Per-
ceived Autonomy, and Interactivity could influence user sat-
isfaction and behavioral intention in adopting WMR. This
ET is a questionnaire with sentences grouped on these fac-
tors. Each group of sentences was created based on several
other studies and existing technologies [Shareef et al., 2018;
Huang et al., 2017; Marasco et al., 2018; tom Dieck et al.,
2018; Toet et al., 2021; Yim et al., 2017; Venkatesh et al.,
2012]. In the Extended SMS, none of the evaluation tech-
nologies found were subjected to an empirical evaluation;
that is, the studies’ objective was limited to evaluating the
SHT and not the technology that evaluated that holographic
solution.

4.8 SQ8 - Empirical Study

In this group of sub-questions, the goal was to classify the
study undergone in terms of study type (SQ8.1, according to
Easterbrook et al. [2008]), number of participants (SQ8.2),
and type of analysis (SQ8.3, qualitative/quantitative). These
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Table 7. Usability Aspects
Aspect SMS1 SMS2 Sum

Count % Order Count % Order Count % Order
Effectiveness 8 9.3% 5 9.1 % 13 9.2% 10
Effectiveness \Accuracy 24 27.9% 3 18 32.7% 2 42 29.8% 3
Effectiveness \Completeness 4 4.47% 0 0% 4 2.8%
Efficiency 13 15.1% 14 25.5% 5 27 19.1% 8
Efficiency \Time 36 41.9% 1 20 36.4% 1 56 39.7% 1
Efficiency \Physical Effort 18 20.9% 5 15 27.3% 4 33 23.4% 6
Efficiency \Mental Effort 16 18.6% 12 21.8% 28 19.9% 7
Learnability 10 11.6% 5 9.1% 15 10.6% 9
Memorability 3 3.5% 1 1.8% 4 2.8%
Prevent and Recovery Error 3 3.5% 0 0% 3 2.1%
Controllability 5 5.8% 2 3.6% 7 5.0%
Satisfaction 18 20.9% 5 18 32.7% 2 36 25.5% 5
Satisfaction \Usefulness 9 10.5% 1 1.8% 10 7.1%
Satisfaction \Comfort 21 24.4% 4 17 30.9% 3 38 27.0% 4
Satisfaction \Trust 3 3.5% 1 1.8% 4 2.8%
Satisfaction \Pleasurable 7 8.1% 2 3.6% 9 6.4%
Overall Usability 31 36.0% 2 14 25.5% 5 45 31.9% 2

Table 8. UX Aspects
Aspect SMS1 SMS2 Sum

Count % Order Count % Order Count % Order
Creative and Novelty 5 23.8% 4 9.8% 4 9 14.5%
Desirability 2 9.5% 0 0% 2 3.2%
Emotional 0 0% 1 2.4% 1 1.6%
Immersion 0 0% 4 9.8% 4 4 6.4%
Stimulation 5 23.8% 5 12.2% 10 16.1% 4
Pleasure \Fun 9 42.9% 2 6 14.6% 3 15 24.2% 3
Presence 4 19.0% 2 4.9% 6 9.7%
Trustworthiness 6 26.8% 4 4 9.8% 4 10 16.1% 4
Usability 8 38.1% 3 12 29.3% 2 20 32.2% 2
Usefulness 3 14.3% 2 4.9% 5 8.0%
Generic UX 13 61.9% 1 31 75.6% 1 44 70.9% 1

Table 9. Nature of ETs
Criteria Know Full Know, modified Ad-Hoc
Usability 58 6 74
UX 14 1 44
Usability and UX 0 1 2

Table 10. Type of Ad-Hoc ETs
Type Usability UX Usability + UX Total Porc
interview 4 21 0 25 20.8%
Likert scale 20 12 1 33 27.5%
open questions 0 7 1 8 6.6%
other scales 1 2 0 3 2.5%
record data 47 0 0 47 39.1%
unknow 2 2 2 4 3.3%

sub-questions are relevant for comparing studies and identi-
fying the main types of analysis used. This information can
serve as a reference for future studies.

In both studies, all selected solutions were subjected to
empirical studies (SQ8). Concerning the empirical method
(SQ8.1), the controlled experiment was used by almost two-
thirds of the studies (70.6%, 46 of 65 in the sum of both stud-

ies). A controlled experiment investigates a testable hypoth-
esis about the relationship between cause-effect variables in
a controlled environment [Easterbrook et al., 2008]. This
method was used, for example, in Kim et al. [2020], which
evaluated the biomechanical stress of the neck and shoul-
ders during AR interactions using HMD, and in [Zhao et al.,
2023], which evaluated the movement time to interact with
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Table 11. Know ETs
Know technologies Full Adapted Criteria
NASA-TLX, including Raw-TLX 22 2 Usability
SUS 20 1 Usability
UEQ 9 UX
Think Aloud 6 Usability
Borg CR-10 3 Usability
USE 2 1 Usability
MSAQ 2 Usability
TAM 1 1 UX
CSV-Q 1 Usability
DAQ, ISO 9241-9:2000 part 9 annex C 1 Usability
Post-Study System Usability Questionnaire (PSSUQ) 1 Usability
ITC-Sense of Presence Inventory 1 UX
Questionnaire on Current Motivation (QCM) 1 UX
Slater-Usoh-Steed 1 UX
UAHIS 1 UX
IKC-Q (ISO 9241-410) 1 Usability
ISO/TS 9241-411, Annex C 1 Usability
CAMBS, REE, RNGVT, DVE, RSPPA, IVP, CAUIT 1 Usability + UX
Note, the criteria column represents the classification given to the ET according to SQ3. Some ETs, for example,
evaluate only one or some aspects of a criterion, such as Slater-Usoh-Steed, which evaluates Presence, and QCM,
which evaluates Motivation.

a target in an AR environment. The remaining 30.7% (20
of 65) of the studies used the case study method. Plasson
et al. [2022] had both kinds of empirical methods. In the
case study, a phenomenon is investigated within its real con-
text. This method usually uses intentional rather than ran-
dom sampling, selecting the most relevant cases for the study
[Easterbrook et al., 2008]. It was also classified as a case
study when it was carried out without presenting a hypoth-
esis and cause-effect variables. For example, in Whitlock
et al. [2020], the authors presented a tool for prototyping the
organization of museum display objects. Part of the design
and evaluation of the solution took place at the Museum of
Natural History, curated by the University of Colorado. No
studies were classified as survey, ethnography, or action re-
search. In Initial SMS, the ratio between controlled experi-
ments and case studies was 65%/35% (26/24 publications).
In the Extended SMS, this ratio was 80%/24% (20/6).
Regarding the count of participants (SQ8.2), both studies

had similar results. In the Initial SMS, each experiment had
17 to 18 participants on average (median 13). The lowest
participation was 4 participants [Dudley et al., 2018], and
the highest, 98 [Dehghani et al., 2020]. One publication did
not indicate the number of participants [Mau-TsuenYang and
Wan-Che Liao, 2014]. In Extended SMS, each experiment
had 18 to 19 participants on average (median 15). The lowest
participationwas 4 participants [Plasson et al., 2022], and the
highest was 54 [Venkatakrishnan et al., 2023]. Combined
(Figure 9), the average was 17.97 participants (median 14).
Regarding the nature of the analysis in the experiments

(SQ8.3), 57.5% (23 of 40) of the experiments performed only
a quantitative analysis. For example, Munsinger et al. [2019]
conducted user tests and presented data on the number of er-
rors and execution time. One study performed only qualita-
tive analysis. This was the case of Jasche and Ludwig [2020],
who conducted user tests using the Think-Aloud protocol, in-

Figure 9. Participants Count in Empirical Studies
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terviews, and inspection with experts. 40.0% (16 of 40) of
the experiments performed quantitative and qualitative anal-
yses.

4.9 SQ9 - Denominations for Holography

The answers to this sub-question could be AR, MR, or an-
other denomination. The answers intend to verify how holog-
raphy was classified within the extended reality spectrum
[Milgram and Kishino, 1994]. In the Initial SMS, most of the
authors (72.5%, 29 of 40) denominated holography as a solu-
tion in anAR environment. Almost a quarter (22.5%, 9 out of
40) of the authors classified it as MR, and in two (5%) publi-
cations, the solution was not classified as “reality”. In one of
them, the solution was named as Three-Dimensional Aerial
Image Interface (3DAII) [Matsumaru et al., 2019] and in an-
other as Light Field Display (LFD) screen projection [Ad-
hikarla et al., 2015]. The study by Matsumaru et al. [2019]
presented a prototype with a parabolic mirror on a flat panel
display (FPD), which uses LCD technology or light-emitting
diode (LED) to project a hologram in the air.
In the Extended SMS, 23 publications (92%) classified

holography as Augmented Reality and only two asMixed Re-
ality. For example, Shen et al. [2022] introduces AdaptiKey-
board, a mid-air gesture keyboard utilizing multi-objective
Bayesian optimization to dynamically adjust layout size for
optimizing speed and accuracy in AR. On the other hand, [Li
et al., 2022] explores the design and experience of object-
centered user interfaces (UI) in MR environments with head-
worn, summarizing four design recommendations for future
everyday use. Both these studies were conducted using MS
Hololens™.

4.10 SQ10 - Holography Display Mode

The answers to this sub-question classify the presentation
mode of holography as a physical optical phenomenon or
projection on screen/display. This information is intended to
differentiate solutions created through reproducing images
on screens from those that tried to obtain holography from
its physical concept. Regarding this sub-question, in the Ini-
tial SMS, 90% (36 of 40) of the solutions used holography
projection directly onto a screen (LCD, HMD, smart glasses,
smartphone, tablet, LFD, and transparent OLED). For exam-
ple, Frutos-Pascual et al. [2019] used projection with MS
Hololens™ and Meta 2 AR™ HMDs. The remaining 10%
(4 of 40) of the solutions resorted to optical phenomena sup-
ported by artifacts other than the screen, such as the use of
a reflective mirror in a parabolic shape [Matsumaru et al.,
2019], glass in an angular position [Weichel et al., 2014]
and projection on a fog screen [Caruso et al., 2015; Sand
et al., 2015]. The predominance of screen projection solu-
tions indicates a trend or pattern of choice for touchable holo-
graphic solutions. In the Extended SMS, all solutions (25)
used projection on a screen/display. For example, in Mc-
Cord et al. [2022], the solution used the MS Hololens™, and
in Bozgeyikli and Bozgeyikli [2021], the Magic Leap One
was used. These devices project holography onto a trans-
parent display. In Pei et al. [2022], the Oculus Quest was

used, which projects a video onto the screen with hologra-
phy mixed with the real environment.

4.11 SQ11 - Projection Technology
In this sub-question, the type of holographic display technol-
ogy was classified as reflective material, fog screen + projec-
tor, holographic display, smartphone or tablet, HMD, smart
glass, or another. The aim was to list the most common de-
vices and materials that enable holographic projection.
HMDs were the device most used for holographic solu-

tions, totaling 48 solutions (73.8%) in two combined studies.
This group has the study presented byWhitlock et al. [2018],
which examines the efficacy and usability of different in-
teraction modalities, including multimodal voice, embodied
free-hand gesture and handheld devices, for AR interactions
at a distance. In the Initial SMS, 57.5% of the solutions (23 of
40) used HMDs. Meanwhile, all solutions (25) used HMDs
in the Extended SMS. For example, McCord et al. [2022]
used HMD to investigate the effectiveness of 2D versus AR
formats for documenting construction sequences in civil en-
gineering education.
Smart glasses were used in second place (10.8%, 7 of 65),

all in Initial SMS. In this group are the solutions presented
by Lin et al. [2017] and Lee et al. [2020], for example. Com-
bining HMD and smart glasses means that almost five of six
(84.6%) devices used for holographic projection are wear-
able, reinforcing the expectation that such equipment will be
increasingly present and be the primary option for interaction
with holographic solutions.
On the other hand, the less common devices, with one ap-

pearance each, were the holographic LFD screen [Adhikarla
et al., 2015], the use of a simple LCD screen [Higuchi and
Komuro, 2013] and the use of a transparent screen [Lee et al.,
2013]. These last three studies are among the ten oldest se-
lected (two dated 2013 and one from 2015).
When observing the projection devicemodel andmanufac-

turer (SQ11.1), MS Hololens™ stands out in the HMD cate-
gory (73.9%, 17 of the 23) and Google Glass™ in the smart
glass category (four of the seven solutions using the device).
Other HMDs used in solutions were the Magic Leap One™
(5 solutions) andMeta 2 AR™ (2 solutions). Beyond Google
Glass, theMadGaze ARESwas the device most used (2 solu-
tions). Table 12 shows all devices found in both SMS. Some
solutions were used with more than one device.
It is important to clarify that Meta 1 andMeta 2 ARHMDs

were launched by Meta, founded in 2012. This company
focused specifically on AR products, distinguishing it from
the current tech giant Meta Platforms (formerly Facebook),
which is currently involved withMeta Quest 2, Meta Quest 3,
and Meta Quest Pro HMDs. In addition, the Oculus Rift VR
is a tethered VR HMD that requires a connection to a pow-
erful PC for operation. Oculus Quest 1 and Oculus Quest 2
were standalone VR HMDs. These three devices (Oculus)
were launched by the Oculus VR LLC company, in time a
subsidiary of Facebook, Inc. After Facebook rebranding as
Meta, Oculus Quest 2 was rebranded as Meta Quest 2.
The total number of devices exceeds 65 because, in some

studies, more than one device was used. The identification
“set” corresponds to studies that used projection mode by the



An Updated SMS about Usability and UX Evaluation of THS Campos et al. 2025

Table 12. Devices for Holographic Projection
Device Type SMS 1 SMS 2 Sum
MS Hololens HMD 17 20 37
Magic Leap One HMD 2 3 5
Google Glass smart glasses 4 4
different set of devices reflexive material or fog screen 4 4
Mad Gaze ARES smart glasses 2 2
Meta 2 AR HMD 2 2
Project North Star HMD 1 1
Oculus Quest HMD 1 1
Oculus Quest 2 HMD 1 1
Samsung S9+ smartphone/tablet 1 1
Oculus Rift with ZED Mini HMD 1 1
Epson Moverio BT-200 smart glasses 1 1
Samsung Galaxy Tab S 10.5 smartphone/tablet 1 1
Oculus Rift VR HMD 1 1
Nexus 5 smartphone/tablet 1 1
Meta 1 AR smart glasses 1 1
ACCUPIX mybud HMD 1 1
Century Corporation 4.3” display LCD 1 1
Samsung Transparent Display prototype OLED transparent 1 1
not available smart glasses 1 1

optical phenomenon. In these, a set of equipment was used,
such as projector + fog screen [Caruso et al., 2015; Sand
et al., 2015] or screen + reflective material [Matsumaru et al.,
2019; Weichel et al., 2014]. One of the studies did not iden-
tify which equipment was used for holographic projection,
only indicating that it was an HMD [Mau-Tsuen Yang and
Wan-Che Liao, 2014]
Note that some equipment was initially designed to serve

VR, as in the case of the Oculus Rift. However, according to
their authors, such equipment was used for AR [Shim et al.,
2016] and MR [Kang et al., 2020] solutions. This fact con-
firms that it is not the device that determines the experienced
environment but its use made of it.

4.12 SQ12 - Touch Detection Technology
This sub-question was intended to identify which type of
camera could be used to detect the user’s gestures. The types
of technology were classified as external NIR camera, built-
in RGB-D camera, external RGB-D camera, built-in RGB
camera, external RGB camera, or other.
In the selected solutions, the RGB-D depth camera was

the most used. 76.9% (50 of 65 solutions) used this technol-
ogy, either through a camera built into the HMDs or external
cameras added to the solution’s system. For example, Seiger
et al. [2021] presented a solution that used MS Hololens™
and the device’s RGB-D camera for touch detection, while
Caruso et al. [2015] presented a solution whose holographic
presentation was by projection in fog screen and detection
via MS Windows Kinect™.
The external NIR camera was another frequently (16.9%,

11 of 65 solutions) technology used for hand detection. For
example, Kim et al. [2019] presented a solution whose holo-
graphic vision was provided by a smart glass EpsonMoverio
BT-200™ and touch detection through the LeapMotion Con-
troller™.

Not all HMD-based solutions use the device’s camera to
detect touch. In Initial SMS, six of 23 HMD-based solutions
used external cameras (RGB-D, 3; NIR 2, and; RGB, 1) to
perform gesture detection. For example, Shim et al. [2016]
brought a solution that used Oculus Rift VR™ combined
with an RGB-D Softkinect DephSense DS325 camera™, and
Kang et al. [2020] used the same Oculus Rift combined with
the Leap Motion Controller™ for gesture detection. In the
Extended SMS, only two of 25 HMD-based solutions used
external cameras (RGB-D, 1 and; NIR 2). The solution pro-
posed by Qian et al. [2022], for example, introduces ARnno-
tate, an AR interface that allows end users to create custom
datasets to estimate 3D pose based on vision bymanipulating
virtual bounding boxes and physical objects. This solution
uses the Oculus Quest 2 HMD, and hand detection is done by
a ZED Dual AMP camera and a Leap Motion controller™.
The solutions that use a built-in RGB camera (4 of 65) use

Google Glass™ or Mad Gaze ARE Glass™, which does not
have a depth camera. RGB cameras are combined with com-
puter vision algorithms for hand/finger tracking. These were
the cases of Lee et al. [2020], Lin et al. [2017], Lee et al.
[2019a] and Huang et al. [2015]. Some solutions (2 of 65)
usedmore than one technology to perform the detection. One
combines internal and external depth cameras [Kim et al.,
2020] and another combines internal and external RGB cam-
eras [Lee et al., 2019a].
Upon examining the model and vendor of each detection

device (SQ12.1), it is noticed that among the built-in depth
cameras, most come with the MS Hololens™ device (83.3%,
35 of 42). Among external depth cameras, the MS Kinect for
Windows™ was the most used (37.5%, 3 of 8). The 11 so-
lutions that used the infrared camera were through the Leap
Motion Controller™, which is the second most common de-
vice, behind the MS Hololens™. Among internal RGB cam-
eras, Google Glass was used in all solutions of this type of
technology, and Mad Gaze ARE Glass was used by three
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of the four solutions that used this type of technology (there
were four studies, three of which used both devices). One
of the studies did not identify which external RGB camera
was used. The study authors only indicated that it was com-
bined with a computer vision algorithm [Mau-Tsuen Yang
and Wan-Che Liao, 2014].
The MS Kinect for Windows actually falls under the cat-

egory of an RGB-D camera because it combines a regular
RGB camera (capturing color information) with an NIR cam-
era to generate depth data, which, when combined with the
RGB image, allows for features like 3D scanning and motion
tracking. Other RGB-D cameras in this SMSused depth sens-
ing based on stereo vision (like Optitrack and ZED dual cam-
eras). This approach uses two synchronized cameras captur-
ing the scene from slightly different angles. Similar to how
our eyes perceive depth, the software analyzes the disparity
between the two images to calculate the distance to various
points in the scene. Some RGB-D cameras, like the Soft-
kinect DepthSense DS325 camera, offer a hybrid approach.

4.13 SQ13 - Purpose of the solution

In this sub-question, we tried to identify whether the holo-
graphic solution had a specific purpose. The objective was to
discover practical applications of touchable holographic solu-
tions. From the answers provided, 33,8% (22 of 65) of the so-
lutions were created to investigate the interaction of the user
and its characteristics, such as gesture elicitation [Williams
et al., 2020], awareness of the limit of the field of view [Xu
et al., 2020], depth perception [Ha et al., 2014], effectiveness
of haptic feedback [Vaquero-Melchor and Bernardos, 2019]
, and selection techniques [Plasson et al., 2022] . Nine so-
lutions (13.8%, 9 of 65) were created to input data as a vir-
tual keyboard in an AR/MR environment [Lee et al., 2020,
2019b,a; Dudley et al., 2018; Sand et al., 2015; Lystbæk
et al., 2022a].
Other purposes included determining the preference be-

tween the mode of interaction (voice, gesture, or other)
[Aslan et al., 2019; Qian et al., 2019;Matsumaru et al., 2019;
Xu et al., 2019], simulation of control of IoT or home utility
equipment [Seiger et al., 2021; Becker et al., 2019; Whitlock
et al., 2018], equipment assembly [Kim and Lee, 2016], map
manipulation [Mau-Tsuen Yang and Wan-Che Liao, 2014],
programming learning [Mahajan et al., 2020], museum dis-
play prototyping [Whitlock et al., 2020], learning vocabulary
Weerasinghe et al. [2022], light painting photography [Wang
et al., 2021b], among others.
The answers to this sub-question showed thatmany studies

are still seeking to understand the characteristics of interac-
tion with hands in holography and few end-user solutions.

4.14 SQ14 - Gesture Types/Styles

According to Aigner et al. [2012]’s classification, only
pointing, pantomimic or manipulation gestures were consid-
ered. In this sub-question, no information about iconic and
semaphore gestures was extracted because these two types
do not represent gestures where the user touches or holds
an object. The studies could present more than one gesture

type in the solution. The answers to this question could in-
dicate the accuracy and sophistication of hand interactions
in a solution. All (65) solutions implemented the pointing
gesture. Another 34 solutions (52.3% in 65) implemented
pantomime-type gesture detection, 26 in Initial SMS (65%,
26 of 40 studies in that SMS) and 8 in Extended SMS (32%,
8 of 25 studies in that SMS). 16 solutions (24.6% in 65) iden-
tified manipulation-type gestures, 15 in the Initial SMS and
only one in the Extended SMS. Twelve solutions (27.5%) de-
tected all three gesture styles. For example, Frutos-Pascual
et al. [2019] presented a solution submitted to experimen-
tation where the tasks resided in performing movements to
select (pointing), move (pantomimic), rotate (pantomimic),
and resize (manipulation) a virtual object.

4.15 SQ15 - Holographic Image Quality
This sub-question was answered by observing the images
linked in the publication, and its answers indicate the de-
gree of quality with which the holographic objects are pre-
sented and mixed with the real environment. The major-
ity (58.4%, 38 of 65) of the solutions had a hologram as
the WIMP interface. For example, Becker et al. [2019] pre-
sented an interface for controlling a domestic music player
appliance, in which the user had user interface controls to
increase/decrease volume, move forward/backward between
songs, and modify the brightness and colors of the interface
itself. The other 26 solutions (40%) presented objects in
raw 3D format, as in Frutos-Pascual et al. [2019], where 3D
objects were only used to evaluate movement, rotation and
resizing. In just 11 solutions (16.9%), more sophisticated
virtual objects were presented, using texture or lighting to
get close to the appearance of what a real object would be,
as in Whitlock et al. [2020], where images of museum ob-
jects could be placed in the environment to plan an exhibi-
tion. One of the [Dehghani et al., 2020] publications did not
present an image of the projected hologram, not allowing it
to be classified.

4.16 SQ16 - Presence of Feedback
This sub-question aimed to verify if the feedback given to
the user focused only on offering visual stimuli that are usu-
ally found in user interfaces or if there were other ways to
make him perceive the results of his interaction with holo-
graphic objects. This sub-question allowedmultiple answers:
no, visual, auditory, ultrasonic, and other. Two studies [De-
hghani et al., 2020; He et al., 2022] did not bring images or
details of the holography. 62 (95.4%) solutions use visual
feedback during the interaction. 9 solutions (13.8%) com-
bine auditory feedback with visual feedback. For example,
in Weerasinghe et al. [2022], the evaluated solution, which
aims to translate and teach languages, offers visual feedback
when manipulating 3D objects and buttons on a WIMP inter-
face and also offers auditory feedback to hear the word the
user wants to translate. Four solutions (6.1%) included hap-
tic feedback via ultrasound. In one of them, ultrasound was
the only feedback to the user [Pei et al., 2022]. In Vaquero-
Melchor and Bernardos [2019], researchers investigated how
many ultrasound points were needed for users to recognize



An Updated SMS about Usability and UX Evaluation of THS Campos et al. 2025

Table 13. Devices for Hand Detection
Device Type SMS 1 SMS 2 Sum
MS Hololens built-in camera RGB-D 15 20 35
Leap Motion controller NIR 9 2 11
Magic Leap built-in camera RGB-D 2 3 5
Google Glass camera + Computer Vision RGB 4 4
Mad Gaze ARES Glass Camera + Computer Vision RGB 3 3
MS Kinect for Windows RGB-D 3 3
Optitrack camera RGB-D 2 2
Meta 2 AR built-in camera RGB-D 2 2
Oculus Quest built-in camera RGB-D 1 1
ZED dual AMP camera RGB-D 1 1
Softkinect DepthSense DS325 RGB-D 1 1
Firefly MV from Point Grey Research Inc. + Computer Vision RGB 1 1
Creative Interaction Gesture Camera RGB-D 1 1
ASUS Xtion Pro Live RGB-D 1 1
not available RGB 1 1

touch feedback in geometric shapes properly. One (2.5%) of
the solutions indicated using auditory feedback in addition
to visual [Matsumaru et al., 2019]. It may be that the solu-
tions classified by only providing visual feedback also have
another form of feedback, such as auditory feedback. How-
ever, the classification given by this sub-question considered
what was explained in the publication’s text.

5 Discussion

Based on both SMS results, there might be a window of op-
portunity to propose new evaluation technologies for THS,
since there were few publications in this line of contribution
(SQ1). The extended study noted that validation research
continues to be prevalent. The theme seems highly relevant
to Computing, given the number of publications by authors
in this discipline (SQ2) and the frequency of publications in
events and journals in the area and related areas. On the other
hand, the extension of the study observed a higher proportion
of articles in the area of Engineering compared to the previ-
ous study, as well as articles from other areas, including a pri-
mary study in the context of Medical Sciences, reinforcing
that the topic moves researchers from different areas, even
providing cooperation in multidisciplinary research.
The Extended SMS reveals notable shifts in the focus of

ETs for THS. Usability remains the predominant criterion,
yet its exclusivity in evaluation technologies has decreased
from 80.2% in the Initial SMS to 56.4% in the Extended SMS.
This decline suggests an evolving landscape where usability
is being increasingly complemented by other criteria, allow-
ing for growth in the use of assessment technologies focused
on theUX criterion. TheUX criterion, which previously held
a smaller share, has seen significant growth, now present
in 41.5% of ETs compared to 18.9% previously. This shift
indicates a growing recognition of the importance of hedo-
nic attributes and overall user experience in evaluating THS.
Only 1.5% of ETs integrated both usability and UX criteria,
highlighting an ongoing challenge in creating comprehensive
evaluation tools that address both pragmatic and hedonic as-
pects.

The type of ETs used to evaluate usability and UX has
shown remarkable consistency between the two SMS peri-
ods. Among the methods used, the preference for those in
which the user gives feedback through a questionnaire was
predominant. This choice may be due to the practicality of
application, ease of data collection and tabulation, or the im-
personality of using a tool that can evaluate or diagnose the
evaluated object. Inquiry methods, including interviews and
questionnaires, continue to dominate usability evaluations,
accounting for 61.7% of usability ETs. This preference un-
derscores the practicality and efficiency of collecting user
feedback through these methods. Testing remains the second
most popular method, utilized in 37.6% of usability evalua-
tions. Observation tests, which collect data by recording dif-
ferent variables related to effectiveness and efficiency, allow
evaluators to capture user behavior, which can be fundamen-
tal to understanding how interaction progresses in a spatial
environment. Both SMS showed that this combination of
testing and inquiry/survey methods remains an empirically
observed preference among evaluators, indicating a stable
methodological approach.
The aspects covered by ETs show both continuity and evo-

lution. However, the identification of usability and UX as-
pects reveals that the coverage achieved by the evaluation
technologies could be more comprehensive.
In usability evaluations, the most common aspect remains

efficiency related to time, present in 39.7% of usability ETs.
This focus on time efficiency indicates the ongoing empha-
sis on optimizing task completion speed in THS. Other im-
portant aspects include overall usability, effectiveness, and
various dimensions of satisfaction and comfort. Extended
SMS shows a notable increase in technologies that cover
efficiency, physical effort, satisfaction and comfort aspects,
while overall usability saw a decline. This shift suggests a
broadening of the criteria considered in usability evaluations,
reflecting a more holistic approach to assessing user interac-
tion.
The most common aspects in UX evaluations were

Generic UX, Usability, and Pleasure/Fun. These aspects ap-
peared consistently in both SMS, although their order varied.
The prominence of the UEQ questionnaire, which addresses
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multiple aspects of UX, highlights its utility in providing a
comprehensive assessment of user experience. The trend of
single-aspect evaluations, particularly generic UX, increased
in the Extended SMS, indicating a focus on capturing over-
arching user impressions through interviews. Despite these
aspects being recurrently evaluated, important dimensions
such as Presence and other attributes related to MR are often
overlooked. The Extended SMS showed a slight improve-
ment in the variety of aspects covered, but the need for a
more broader and more integrated approach remains.
The nature of the evaluation technologies used highlights

a mix of known and ad-hoc approaches. The majority (60%)
of ETs were ad-hoc, created specifically for the evaluated so-
lution. This ad hoc approach allows for tailored evaluations,
but can lead to inconsistencies and difficulties in comparing
results across different studies. In addition, this high percent-
age of custom-built ETs highlights the need for more stan-
dardized and widely applicable evaluation tools in the field.
The use of known technologies such as SUS, NASA-TLX,
and UEQ represented 36% of the evaluations, demonstrating
the dependence on established methods for robust and reli-
able evaluations. However, the use of known technologies
does not always guarantee comprehensive coverage of rele-
vant aspects. The combination of different application tech-
nologies can cause shadow coverage of assessment aspects
and may require careful interpretation of results due to dif-
fering definitions and scopes across technologies. The ongo-
ing challenge is balancing ad-hoc methods’ flexibility with
the reliability and comparability of established technologies.
The remaining 4% of the evaluations used adapted versions
of known technologies, indicating ongoing innovation and
customization of the evaluation methodologies to meet the
specific study needs better.
In general, the Extended SMS reveals a dynamic and

evolving field of usability and UX evaluation for touchable
holographic solutions. The increased integration of UX cri-
teria, the consistency in preferred evaluation methods, the
broadening of covered aspects, and the balance between ad-
hoc and standardized technologies reflect a growing sophis-
tication and diversification in evaluation practices. These
trends underscore the importance of developing and refining
evaluation methodologies to keep up with the rapid advances
in holographic technology.
Only one evaluation technology in both SMS was empiri-

cally evaluated by validation research (SQ7). The others did
not undergo this study and cannot be extended safely and
confidently to other holographic solutions. In addition, the
only evaluation technology presented as a proposed solution
did not present images of the holographic projection or infor-
mation about the feedback given to users in its publication,
hindering a better understanding of the context of using this
technology. The Extended SMS did not find new technolo-
gies that had been empirically evaluated, and there was no
evidence that the technologies proposed in the first study had
been empirically evaluated in subsequent years.
A positive point returned by both SMS is that all touchable

holographic solutions have undergone an empirical study
with users through controlled experiments or case studies
(SQ8, SQ8.1, SQ8.2). The number of usability evalua-
tions may justify the predominance of quantitative analysis

(SQ8.3) based on pragmatic attributes and aspects that can be
measured by different metrics that lead to quantitative analy-
sis. However, a combination of quantitative and qualitative
analyses was present in 50.8% of the studies, increasing from
40% in Initial SMS to 68% in Extended SMS. Furthermore,
most studies that presented qualitative analysis (26 of 34) in-
cluded UX evaluation. Combining these types of analysis
can help discover issues and understand the interaction sce-
nario.
Based on the results from the Initial SMS, we concluded

that holography was still an open or evolving concept. As the
results demonstrated, researchers still needed to reach a con-
sensus on the designations of holographic solutions belong-
ing to AR or MR (SQ9). For example, a touch-based text in-
put solution from a virtual keyboard added to the real environ-
ment was classified as AR by Dudley et al. [2018] and MR
by Lee et al. [2019a]. That means such a lack of definition
does not make the proposal of holographic solutions unfea-
sible, nor does it underestimate the solutions and studies car-
ried out and identified in SMS. In contrast, it demonstrated
that we were in the middle of discovering new solutions and
applications that accompanied the growing progress of tech-
nological device manufacturers. In the Extended SMS, there
appears to be a consolidation of the classification of holo-
graphic solutions as AR. The preference for this name ap-
peared in 92% (23 of 25) of the solutions.
The SMS also showed that there are a good number of

devices that can be used or combined to produce touchable
holographic solutions (SQ10, SQ11, SQ11.1, SQ12, SQ12.1)
from the most sophisticated (such as HMDs and RGB-D),
even the most common in our daily lives (smartphones and
RGB cameras). HMDs and smart glasses are the best way
to do this, making it possible to integrate projection and de-
tection in a single device, facilitating mobility. The race to
bring equipment to the market (SQ11.1) with the necessary
resources for a good immersion provides an exciting range
for researchers. However, MS Hololens™ is predominant.
This current predominance may be related to the fact that,
due to the high acquisition cost, researchers prefer to acquire
those offered by companies already consolidated and better
able to support and guarantee the continuity of solutions for
long-term research. In addition, some manufacturers may
have good relationships with research centers or even spe-
cific channels to encourage researchers’ interest. Other fac-
tors, such as the registration/acquisition of patents, may favor
one or more manufacturers in the race to offer the best option
to interact with holography. In addition, Extended SMS re-
vealed that in recent years, HMDs were the preferred device
for touchable holographic interaction, being the only device
type found in the study.
Few touchable holographic solutions found in this SMS

were created for end-use (SQ13). Now, the research focuses
on understanding the characteristics and limits of the interac-
tion provided by the available devices. Among the solutions
seen, there is good coverage of the main styles of gestures
that correspond to touch (SQ14), mainly pointing. This cov-
erage tends to increase by covering more styles, such as ma-
nipulation and pantomime, as devices and algorithms for de-
tection become more effective and efficient. Likewise, the
quality of holographic images (SQ15) tends to improve as
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the equipment can provide better resolution, a field of view,
and a refresh rate, among other attributes. The predominance
of touchable WIMP-type holographs is just the beginning of
a process, since these interfaces are simpler to design and do
not lack so much rule (coherence) to adapt to an MR envi-
ronment. Finally, feedback (SQ16) should be an essential
factor for the user to understand the outcome of their interac-
tion. At this point, visual feedback still predominates (those
that demonstrate through visual perception, for example, a
selected item or the response to a user action). Still, other
means, such as auditive and, in some cases, haptic, are ex-
pected to be added to give the user a richer interaction expe-
rience.

6 Limitations
According to [Kitchenham et al., 2016] in an SMS, Construct
Validity concerns how well the study design can address the
research question. Internal Validity is affected by the conduct
of the study, mainly related to data extraction and synthesis,
and whether there are factors that might have caused some
degree of bias in the overall process. The External Validity
should be based on assessing the range covered by the pri-
mary studies regarding their settings, materials, and partic-
ipants. Conclusion Validity in SMS concerns how reliably
we can draw conclusions about the link between a case and
its outcomes. It concerns the synthesis part of a study and
how well it supports the conclusions of the review. In SMS,
internal and conclusion validity are closely related because
both depend on the strength of the synthesis and its ability to
support reliable conclusions.
For these SMSs, we sought to ensure the Construct Va-

lidity through the definition of a protocol that followed, as
closely as possible, the main guidelines for planning and ex-
ecuting an SMS in the SE area. A potential threat in the proto-
col would be the absence of a consensus or a clear definition
of the “holography” term. Some publications could report
solutions of interest to us without citing that it is a holog-
raphy. For this reason, the search string also predicted the
use of the terms “augmented reality”, “mixed reality” and
“extended reality”. The same happened with the “touchable”
word, which was followed by “tangible”, “touchless”, and
“mid-air”, even if some of these could lead to some primary
studies unrelated to holographic touch, such as voice or gaze
interaction.
Regarding Internal and Conclusion Validity, the data ex-

traction in each publication was reviewed by two experts in
the Initial SMS. Any potential bias in the extraction and syn-
thesis process may be related to the authors’ familiarity with
the research context. To mitigate this limitation, we com-
bined experts in HCI, Usability, UX, VR, and AR applica-
tions, along with a third with mixed knowledge in both areas.
Since the second SMS was conducted by an undergraduate,
a graduate student, and only one expert in Usability and UX,
although the graduate student gained knowledge over time,
this new team configuration with one less expert constitutes
a new threat to validity.
Furthermore, another potential threat to validity arises

from having only one researcher complete the reviews for

85% of the publications in the first filter. Although initial
evaluations by multiple researchers helped establish consis-
tent criteria, the reliance on a single researcher for the major-
ity of the process introduces a risk of subjective bias. This
is particularly relevant as individual interpretations or over-
sights could influence the inclusion or exclusion of publica-
tions, potentially impacting the comprehensiveness and re-
producibility of the SMS.
Regarding the External Validity, we can assume that, since

the analyzed studies were up to April/2023 and, the research
covers a theme in constant technological evolution, it is
likely that the results arising from the interpretation of this
publication set will not whether it applies or does not corre-
spond to the primary studies conducted from April/2023.

7 Conclusion and Future Works
This paper presents an updated SMS that extends the previ-
ous investigation on usability and UX evaluation technolo-
gies for THS. The updated SMS covers an additional two
years of publications, examining a total of 5429 publications
and selecting 65 that present 200 evaluation technologies.
The findings provide a comprehensive overview of the cur-
rent state of the art, highlighting new trends and persistent
gaps in evaluating THS.
The updated study reinforces the original finding that us-

ability remains the primary focus of evaluations, but there
is a noticeable increase in attention to UX criteria. This shift
suggests a growing recognition of the importance of a holistic
user experience in evaluating THS. However, integrating us-
ability and UX criteria into a single evaluation instrument re-
mains limited, indicating an opportunity to develop compre-
hensive evaluation frameworks that simultaneously address
both aspects.
The updated study analysis indicates that the efficiency re-

lated to time remains the most frequent aspect in usability
evaluations, present in 39.7% of usability ETs. Other impor-
tant aspects include overall usability, effectiveness, and var-
ious dimensions of satisfaction and comfort. The extended
study shows increased technologies covering physical effort,
satisfaction, and comfort, reflecting a more holistic approach
to usability evaluations.
In UX evaluations, generic UX, usability, and pleasure/fun

remain the most frequently assessed aspects. The promi-
nence of the UEQ questionnaire, which addresses multiple
aspects of UX, highlights its utility in providing comprehen-
sive assessments. However, important dimensions such as
the presence and other MR-specific attributes are often over-
looked, indicating the need for broader and more integrated
evaluation approaches.
A significant observation is the persistence of validation

research, with a preference for empirical studies involving
users through controlled experiments or case studies. The
combination of quantitative and qualitative analyses has in-
creased, providing a nuanced understanding of user interac-
tion and behavior.
One of the main identified limitations is the lack of empir-

ically evaluated technologies. Despite identifying numerous
evaluation methods, only a few have undergone empirical
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validation, highlighting a critical gap. Future research should
focus on the empirical validation of existing or new evalua-
tion technologies to ensure their reliability and applicability
across different holographic solutions.
The study also notes an emerging trend towards a higher

proportion of publications from the field of Engineering and
other disciplines, including Medical Sciences. This multi-
disciplinary interest underscores the broad applicability and
potential of THS in various domains. The consolidation of
the classification of holographic solutions as AR further re-
flects the evolving understanding and standardization within
the field.
Device preferences continue to favor HMDs and smart

glasses, with Microsoft Hololens™ remaining the predom-
inant choice due to its advanced capabilities and strong sup-
port infrastructure. The preference for these devices will
likely persist, as they offer superior integration of projection
and detection functionalities, which are essential for creating
immersive and interactive holographic experiences.
Future research should address the integration of usability

and UX criteria, considering MR-specific dimensions such
as presence, and developing heuristics or checklists to facil-
itate the inspection process. Empirical validation of the pro-
posed evaluation technologies is crucial to ensure their effec-
tiveness and reliability.
The findings of this updated SMS contribute significantly

to the field of HCI by providing a detailed mapping of cur-
rent evaluation technologies and identifying key areas where
further research is needed. By highlighting trends, gaps, and
opportunities in THS evaluation, this work offers valuable
information to HCI researchers aiming to improve user in-
teraction and experience. The classification and analysis of
existing technologies also provide a reference point for devel-
oping new and more effective evaluation methods that foster
innovation and progress in the HCI domain.
In conclusion, this work advances our understanding of

usability and UX evaluation in the context of THS. It under-
scores the importance of continuing research and develop-
ment in this rapidly evolving field. By addressing identified
gaps and leveraging the insights gained, future studies can
create more intuitive, immersive, and effective holographic
interactions, ultimately enriching the user experience and ex-
panding the possibilities within HCI.
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