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Abstract—This paper describes the mission, objectives, and
research directions of the Department of Computer Graphics
and Interaction of the Czech Technical University in Prague. It
also gives a brief overview of the running research projects and
collaborations.
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I. HISTORY AND MISSION

The Department of Computer Graphics and Interaction
(DCGQI) is a part of the Faculty of Electrical Engineering
of the Czech Technical University in Prague (CTU). DCGI
was founded in 2008 by members of Computer Graphics
Group which was formed in 1992 at the Department of
Computer Science and Engineering. The research activities of
DCGI focus on two main directions - Computer Graphics and
Human-Computer Interaction. These two research directions
are developed within two special laboratories: Virtual Reality
Laboratory (VRLab) and Usability Laboratory (ULab). In
addition a special institute — Institute for Intermedia (IIM) — is
also run by the department. All these facilities serve both for
research and education at the CTU. The education part covers
BSc, MSc, and PhD study programmes. In the BSc study track
DCGI offers 10 courses in the both fields (Computer Graphics
and HCI), in the MSc study track it offers 12 courses. DCGI
currently employs 14 academic staff members and 13 PhD
students.

The long term objective of our department is to reach and
maintain the level of leading European universities in both
research and education activities. In particular we aim:

e to educate bachelor, master, and doctoral students to
become graduates with a high competence and great
potential for their future careers.

« to actively participate in the current research in the fields
of Computer Graphics and Human-Computer Interaction.

e to publish at reputable international conferences and
prestigious journals.

« to support teaching and research by carrying out projects
funded by grant agencies and important commercial or-
ganizations.

« to collaborate with Czech and foreign partners in research
and teaching.

II. OBJECTIVES AND RESEARCH LINES

In this section we describe the activities of the three main
labs of DCGI: Virtual Reality Lab, Usability Lab and the
Institute of Intermedia (see Figure 1).

A. Virtual Reality Lab

The virtual reality laboratory (VRLab) is the main lab of the
computer graphics group at DCGI. VRLab contains equipment
for experiments in virtual and augmented reality as well as
tests of advanced rendering and interaction techniques. In
particular it has at disposal a stereoscopic projection wall, a
tracking system, and two types of augmented reality setups.

The members of computer graphics group conduct active
research in the field of real-time and realistic rendering (global
illumination, visibility computations) [1], [2], [3], [4], [5], [6],
[7], [8], advanced data structures for computer graphics [9],
[10], computer games [11], and also in the field of content
creation and 3D reconstruction for images and video [12], [13],
[14], [15]. The computer graphics group has intensive links
to several research groups in Europe (Vienna University of
Technology, Max Planck Institute for Informatics, University
of Girona) as well as overseas (Purdue University, Arizona
State University). More information about VRLab can be
found at http://dcgi.felk.cvut.cz/en/research.

B. Usability Lab

The Usability Lab (ULab) of DCGI has been established in
2004 in cooperation with Sun Microsystems. At that time it
was the very first professionally equipped usability lab in the
country. The main objective of the laboratory is to perform
usability research in the framework of projects performed at
CTU (in the past mainly in cooperation with Sun Microsys-
tems). As the CTU students traditionally participate during
their study in research projects of various type, the lab is thus
used also in education and students get the opportunity of
acquaintance with usability lab and with methodology used in
usability testing. As a result the graduates from CTU have the
basic knowledge in usability testing plus the knowledge about
the methodology of user interface (UI) design. More details
can be found in [16].
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Fig. 1.

We focus on two main research lines: Ul for mobile comput-
ing and UI for handicapped users (accessibility issues). In the
field of mobile computing we pay a special attention to issues
in graphical interaction in mobile environment (small screen,
multimodal interaction, role of context etc.). In the second field
we investigate namely the needs of blind and visually impaired
users. Technically speaking our HCI research has two foci: the
design and the consequent testing of the UI developed [17],
[18], [19], [20]. More information about ULab can be found
at http://www.ulab.cz.

C. Institute of Intermedia

The Institute of Intermedia (IIM) has been established in
2007 as a cooperative platform by three universities: Czech
Technical University in Prague (CTU), Academy of Perform-
ing Arts in Prague (APA) and Academy of Arts, Architecture
and Design in Prague.

The goal of the IIM is to create a common platform for stu-
dents of art and technical disciplines, scientists and freelance
artists to cooperate on common projects and experiments. The
activities of IIM cover the fields of virtual reality, multimedia,
stereoscopy, light design, and audio-visual performances. The
main objective of IIM and its founders is to support the
symbiosis of humanistic oriented disciplines with the technical
sciences. We expect that this interdisciplinary relation boosts
a creative potential of all participating students, researchers,
and artists. The main three tracks of IIM activities are thus
formed by education, research and public performances with
exhibitions. The performances are typically realized by our
students supported by freelance artists cooperating with IIM.

The research activities of IIM are in its initial phase. We
build on our experience from the area of virtual reality and
stereoscopy and on the availability of advanced hardware
setups such as CAVE system and optical motion tracking. Our
first attempts lie in explorations of collaborative interaction
in distributed virtual environments. Our goals are directed to
intelligent multimedia communication methods allowing adap-
tation of data transmitted among VR devices with different
level of immersion. This technology should make possible to
exchange multimedia and 3D content together with meta data
independently of the abilities of the particular devices. For
example we develop a methodology to observe a session of
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Overview of the DCGI labs: (left) Augmented reality setup at the Virtual Reality Lab, (center) the Usability Lab, (right) CAVE at the Institute of
Intermedia.

two CAVE-like devices by a user with a notebook, while max-
imizing the throughput of the available information transfer to
the user [21]. More information about IIM can be found at
http://www.iim.cz.

D. Research projects

DCGI participates in both national and international re-
search projects dealing with computer graphics and human
computer interaction. In this section we list the currently
running projects. Some of our recent research results are
depicted in Figure 2.

a) VERITAS: The VERITAS project aims to develop,
validate and assess tools for built-in accessibility support at all
stages of product development, including specification, design,
development and testing. The goal is to introduce simulation
based and virtual reality testing at all stages of assistive
technologies product design and development into various
applications that handicapped users can use. The VERITAS
project is funded from the 7th Framework Programme of the
European Commission. More information about the project
can be found at http://veritas-project.eu.

b) AEGIS: The AEGIS project seeks to determine
whether 3rd generation access techniques will provide a more
accessible, more exploitable and deeply embeddable approach
in the mainstream desktop, rich internet and mobile applica-
tions. The AEGIS project is funded from the 7th Framework
Programme of the European Commission. More information
about the project can be found at http://www.aegis-project.eu.

c¢) ACCESSIBLE: The ACCESSIBLE project will exploit
the technologies behind the recent expansion of accessibility
tools and standardization methodologies, in order to provide
an integrated simulation assessment environment for support-
ing the production of accessible software applications. The
ACCESSIBLE project is funded from the 7th Framework
Programme of the European Commission. More information
about the project can be found at http://www.accessible-eu.org.

d) Center for Computer Graphics (CPG): CPG is s
common research project of four universities from the Czech
Republic. The aim of the project is to strengthen the research
potential of the partner institutions by bringing their experts
together and providing a platform for financing their research
projects in the field of advanced computer graphics techniques.
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Images illustrating some of the results of our recent research projects (all images are a courtesy of the authors of the corresponding papers).

(top) Ray Tracing with Sparse Boxes [8], Perceptual Evaluation of Color-to-Grayscale Image Conversions [4], Real-time Color Ball Tracking for Augmented
Reality [22]. (middle) Adaptive Global Visibility Sampling [2], LazyBrush: Flexible Painting Tool for Hand-drawn Cartoons [23], Layout-aware optimization
for interactive labeling of 3D models, (bottom) Adding Depth to Cartoons Using Sparse Depth (In)equalities [13], Efficient Stack-less Traversal Algorithm
for Ray Tracing with BVH [9] (the depicted model is a courtesy of Anat Grynberg and Greg Ward), TexToons: Practical Texture Mapping for Hand-drawn

Cartoon Animations [12].

e) ARGIE: Global Illumination for Augmented Reality
in General Environments (ARGIE) is a research project of
the computer graphics group. The project aims at computing
realistic images mixing a real scene with virtual objects while
using only a very limited amount of a priori information about
the real scene. Our project aims at designing methods and
algorithms for computing different global illumination compo-
nents in augmented reality including illumination effects like
shadows, diffuse, glossy and specular reflections and caustics.

f) CAVE to CAVE: CAVE to CAVE (C2C) is a project
realized in cooperation with the Czech Internet provider CES-
NET where the main goal is the development of alternative
ways to transmit content presented in one CAVE device to
another distant visual device using broad-band networks.

g) Stereo: Stereo is a project supported by Czech Min-
istry of Education oriented to development of stereoscopy
production chain usable in education process and later also
in research. The project is realized in cooperation with Film
and TV Faculty of Academy of Performing Arts in Prague.

h) Digitization of the Langweil Model: The Langweil
model of Prague is a historical coloured paper model of the
Prague city center from the first half of the 19th century. Our
group participated in the project of digitizing the model, which
was financed by the Prague City Museum. One of the research
oriented outcomes of the project is a challenging data set for
various computer vision algorithms available for download
after registration at http://dcgi.felk.cvut.cz/langweil3d. More
details about the project can be found at [24].

i) VRUT: The VRUT (Virtual Reality Universal Toolkit)
project is developed in cooperation with the Skoda-Auto
company. It aims at the development of various tools for
high quality stereoscopic presentations and evaluations of the
virtual car prototypes. In the project we also develop a driving
simulation software designed primarily for human-machine
interface evaluation.

III. CONCLUSION

The above described labs were established with the aim
to support both the research and educational activities of our
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department. Our experience gained in last few years has shown
that these labs opened up new prospects in two main areas: (1)
Students got access to sophisticated technologies and learned
how to operate them. This fact will improve their position on
labor market after their graduation from CTU. (2) It has been
possible to get involved in international research projects and
national industrial projects where the equipment of these labs
is used.

The labs created a synergy where mutual crossfertilization
between Computer Graphics, HCI, and art is taking place.
Many new interesting ideas have appeared and they were
brought to life in the projects performed in these labs. We
hope that the activities of our labs will successfully continue
in the future and one of our aims is to extend our activities
by involving new people and new collaborating institutions.
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