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Abstract 

Information Systems (IS) play an essential role in shaping almost all sectors of society, such as commerce, politics, 

services, entertainment, information, relationships, among others. Digital technologies have enabled a new 

dimension of products, transmission, storage, and access to information. The outcome of this whole transformation 

process is intended to provide improvement and facilitating the lives and practices of individuals in society. 

However, we have also to face its negative impacts. We argue that situations involving both the design and the 

adoption or use of IS, should be analyzed from the point of view of Ethics through a well-defined process that 

might help the professional and/or citizen in making decisions in sensitive contexts when conceptual conflicts show 

up. To justify the definition of this process, we discuss the significance of new technologies based on Andrew 

Feenberg's Philosophy of Technology. Grounded on this theory and based on the initial related discussions we 

highlight the benefits and problems of the new technologies in the contemporary world. Finally, we present the 

process proposal and analyze the results of its application in the context of two well-known real cases and discuss 

the results considering the theoretical foundation. 
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1  Introduction 

From the 1980s onwards, we observed the development and 

popularization of digital multimedia artifacts, cell phones, 

video games, communication technologies, and the Internet. 

More recently we have noticed the great movement of 

digitalization of businesses, as well as the expansion of 

Artificial Intelligence and processing of large volumes of 

data. By the end of the first decade of the 2000s, Kohn and 

Moraes (2007) already indicated that society was moving 

through what was conventionally called the Digital Age. In 

this scenario, Information Systems (IS) play an essential role 

in shaping almost all sectors of society, such as commerce, 

politics, services, entertainment, information, relationships, 

among others. Digital technologies have enabled a new 

dimension of products, transmission, storage, and access to 

information. The outcome of this whole transformation 

process is intended to provide improvement and facilitating 

the lives and practices of individuals in society. However, 

there are also clear side effects. 

Our social relationships are being increasingly 

influenced by the Internet, smartphones, digital television, 

etc., but we face both positive and negative impacts. 

Whether these features at the same time offer attractive 

possibilities, on the other hand, they contribute to 

progressively stimulate virtual relationships. Mobile devices 

have opened new communication possibilities to build 

networks of research and friendships, facilitating access to a 

plethora of information. However, frequently this comes 

with privacy invasions and information overload or with 

feelings of dependence on these resources. 

Computer technology is genuinely revolutionary because 

it is "logically malleable" as computers can be programmed 

to perform any activity characterized in terms of inputs, 

outputs, and logic operations (Moor, 1985). Since logic 

applies to everything, the computational technology 

functions seem to be unlimited. According to Moor (1985), 

the “computer revolution” occurred in two stages: the first 

one was the technological introduction, in which technology 

was developed and refined; it took place already in the first 

40 years after the Second World War; and the second one 

was the technological permeation in which technology has 

been integrated into regular daily human activities and social 

institutions, changing the actual meaning of traditional 

institutions such as money, education, work or democracy. 

Thus, a distinct ethical discussion is needed. 

Moor (1985) proposes a broad and comprehensive 

definition of Computational Ethics, which is independent of 

a specific philosophical theory and at the same time 

compatible with a wide variety of approaches to solving 

ethical problems. For the author, there is a political gap in 

how Computational Ethics should be used. Computing gives 

us novel features, and, in turn, they give us new opportunities 

for action. Often there are no policies to support dealing with 

some of these situations, or the existing policies seem 

inappropriate. Focusing on Information Systems (IS), a 

central task would be to determine what we should do in 

those cases, i.e., to formulate strategies to guide our actions. 

Another difficulty is that, although a problem in Information 

Systems Ethics may initially seem clearly expressed, a 

deeper understanding may reveal conceptual conflicts. Such 

cases require analyses to provide a coherent conceptual 

framework within which it would be possible to formulate 

proper policies. 

In a more recent paper, published years after the 1985 

seminal, Moor (2020) suggested three ways to improve our 

ethical approach to technology. First, we need to consider 

that ethics is a continuous and dynamic enterprise. Thus, 

every time a new technology appears, there must be a 

concern to consider ethics. Second, we need to establish 

better collaborations between ethicists, scientists, social 

scientists, and technologists, i.e., to work in a 

multidisciplinary approach. Ethicists need to be 

knowledgeable about the nature of technology to formulate 

an empirical basis describing what are, and what are not, the 
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consequences of the development and use of such 

technology. Third, we need to develop more sophisticated 

ethical analyzes. Ethical theories themselves are often 

simplistic and do not give much guidance to particular 

situations. Frequently the technological assessment is made 

in terms of cost/benefit, ignoring, or diminishing moral 

values that are difficult to represent or translate into 

financial/monetary terms. 

We argue that situations involving both the design and 

the adoption or use of IS must be analyzed from the point of 

view of Ethics through a well-defined process that can help 

professionals and/or citizens in decision-making in contexts 

that have conceptual conflicts. This would allow the 

development of ethical systems as well as the usage of them 

in an ethical approach. To justify the definition of this 

process, we discuss the significance of the new technologies 

based on Andrew Feenberg's Philosophy of Technology 

(Dusek, 2006). Grounded on this theory, we highlight the 

benefits and problems of the new technologies in the 

contemporary world. Finally, we present the process 

proposal and analyze the results of its application in the 

context of two well-known real cases and discuss the results 

considering the theoretical foundation. 

This paper is an extension of the paper published in 

WICS 2020 (Santoro, 2020) and is organized as follows. 

Section 2 presents the background knowledge, including a 

discussion about the details of the contemporary 

technologies that emerge with ethical problems. Section 3 

describes related work. Section 4 presents the proposed 

process. Section 5 reports two case studies to illustrate the 

application of the proposed process. Section 6 discusses the 

results in the light of the theory presented before, and Section 

7 concludes the paper with final remarks. 

2 Background Knowledge 

Nowadays, it is hard to think of humankind without 

technology. Technology seems to be a central element in 

determining our evolution as humans. However, what is the 

meaning that we give to technology in our life? Is the 

importance of a specific technology associated with the 

significance we give to it? 

Feenberg (2013) explains that there is an important 

distinction related to what the Greeks called physis and 

poiesis. Physis is translated as nature. The Greeks 

understood nature as something that emerges from itself. 

Poiesis is the activity of ‘making’. It occurs when men 

produce something, the so-called artifacts; everything from 

art, crafts, to social contracts. The word techne, which is in 

the origin of the modern word’s "technique" and 

"technology", means the knowledge or discipline associated 

with a form of poiesis. For the Greeks, each techne guides 

the production of an artifact, associating it with purpose and 

meaning. Although artifacts depend on human activity, the 

knowledge contained in techne is not subject to opinion or 

intention. So, the purpose of artifacts also shares objectivity 

since they are defined by techne. 

Another important distinction is between existence and 

essence. According to Feenberg (2013), existence answers 

the question of whether something is or is not; yet the 

essence answers the question of what the thing is. The 

essence of natural things includes a purpose, and as well the 

essence of artifacts does. Therefore, humans are not the 

heads of nature, but they work with their potential to bring 

forth a meaningful world. Knowledge about the world and 

the human action over it is not arbitrary but the realization of 

what is hidden in nature. Feenberg (2013) concludes that the 

Greeks interpreted the being as such through the concept of 

technical fabrication. Technology occupies an inferior 

position in the high culture of modern societies, but it was, 

in fact, already at the origin of this culture and, according to 

the Greeks, it holds the key to the understanding of being. 

René Descartes and Francis Bacon, the founders of 

modern thought, were responsible for a shift in this scenario: 

Descartes stated that, through science, man is master of 

nature, and Bacon claimed that "knowledge is power". The 

meaning and ends of things are something that human 

creates and not what she/he discovers. In the modern era, 

technology was understood as purely instrumental and 

value-free. The instrumentalist philosophy of technology 

prevails as a product of civilization, unwittingly assumed by 

most people. Technology, in this context, treated nature as 

raw material to be controlled and used. In the 19th century, 

modernity arrived with progress toward the satisfaction of 

human needs towards technological advancement. For 

Feenberg (2013), the question that arises is "for what 

purposes?". The author states that this issue brought about a 

crisis of civilization to which there is no way out: "we know 

how to get there, but we do not know why we are going, or 

even to where". So, it was not clear what damage was 

attributed to technology. Nevertheless, in the 20th century, 

with the advent of world wars and environmental 

catastrophes, it was no longer possible to ignore the lack of 

meaning of modernity. 

Feenberg (2013) organized the lines of thinking about 

technology and summarized those views, according to Table 

1. The author classifies the technology through two axes that 

reflect the relationship with human value, and control. The 

vertical axis presents either technology value as neutral, as 

the Illuminism assumed, or technology with value-added, as 

the Greeks thought. On the horizontal axis, the technology is 

considered autonomous or humanly controllable. 

Autonomous technology does not mean that it works by 

itself; the human being is involved, but the question is 

whether they have, in fact, the freedom to decide how the 

technology will be developed. On the other hand, technology 

can be humanly controllable, while the next step of evolution 

can be determined according to our intentions. Four 

quadrants stand out. 

Considering the statements in Table 1, we can attribute 

meaning to technology under different theoretical 

frameworks. Additionally, there will always be 

counterpoints between the benefits that a technology can 

potentially bring to society and the harm it can cause.  

Instrumentalism (human control and value neutrality) is 

the modern view, where technology is simply a tool or 

instrument of the human being with which she/he meets 

her/his needs. This perspective is linked to the “faith in 
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progress” as a dominant trend in Western thought until very 

recently. Determinism (autonomy and value neutrality) is a 

vision that comes from the social sciences, which states that 

technological advances move history. In this context, 

technology is not controlled by the human being, but instead 

it controls the human being, that is, “it shapes society to the 

demands of efficiency and progress”. It is not up to the 

human being to adapt technology to his desires, but, on the 

contrary, the human being must adapt to technology as an 

expression of humanity.  

 

Table 1. Lines of Thought about Technology  

Technology is … Autonomous Human-controlled 

Neutral 

Separation 

between means 

and ends, 

reference to 

Iluminism 

Determinism 

For example, 

theory of 

modernization 

Instrumentalism 

Liberal faith in 

progress 

Value-added 

Means form a 

way of life that 

include ends, 

reference to 

Greek though 

Substantivism 

Means and end 

connected to 

systems 

Critical Theory 

Choice for alternative 

means-end systems  

Source: Feenberg, 2013 

 

While the thesis about neutrality assigns a merely formal 

value to technology - the efficiency for improving human life 

in general - Substantivism (autonomy and assigned 

substantive value) attributes substantive values to 

technology that technology is not neutral. A substantive 

value involves a commitment to a specific conception of a 

"good life". The use of technology for a particular purpose is 

itself a choice. Technology is not simply instrumental in any 

value a person has; it already brings value with it. 

Determinism is similar but usually optimistic. Marx and 

postwar modernization theorists believed that technology 

was the neutral servant of basic human needs. In turn, for 

Substantivism, the autonomy of technology is a threat. 

Heidegger (2007) is one of the great substantivism theorists 

of the 20th century, pointing to the characteristic of 

modernity as the triumph of technology overall values. 

Critical Theory (human control and assigned substantive 

value) recognize the harmful consequences of technological 

development highlighted by Substantivism but still believes 

in a promise of greater freedom in technology. The problem 

is not with technology as such, but with the failure of the 

human being, up to this date, to invent appropriate 

institutions to practice human control over it. 

In the Computing area, and particularly in Information 

Systems, several issues emerge affecting both the 

professional as well as their clients and/or employers. In 

general, the literature (Bowyer, 2000) categorizes those 

issues in the following topics: systems development, 

automation of decision, violation of information, Internet, 

and critical systems. 

The development of systems involves both the 

professional's responsibilities towards the customer to 

guarantee the delivery of a product suited to their 

expectations, with the agreed quality, as well as the 

participation and interaction of the customer in the definition 

of the product value they want to receive. One of the most 

significant factors is conducting assessments throughout the 

development process. On the part of the employer, it is 

expected to provide necessary conditions for the success of 

the development process. 

One of the purposes of an information system is to 

support decision-making at the various hierarchical levels of 

an organization. However, this can be done in several ways, 

and there are possibly different levels of automation of these 

decisions. Some factors to be considered are how to ensure 

the best task distribution between the user and the system 

and the availability of correct content for user decision-

making. 

The violation of information is related to the spread of 

viruses and hackers. A virus is a program that can make 

copies of itself and can host itself in other programs, 

generally causing some damage to the system or data 

(Masieiro, 2013). A hacker is a person who accesses any 

computer system without authorization through computer 

networks (Masieiro, 2013). Thus, it is necessary to be 

concerned with information security, that is, to guarantee 

and respect data confidentiality levels, as well as the security 

of data circulation (protection against intrusions and undue 

access, and damage to data and systems).  

Concerning the Internet, both professionals and users 

have several ethical responsibilities. The first one, we stress 

matters of the websites whose content must be maintained, 

guaranteeing the truth and quality of the information. In 

addition, for business or e-commerce applications, the 

integrity of transactions and defined rules must be 

implemented by computer professionals, assuring that the 

processes will be recognized by their users. 

Critical systems are those whose failures can cause 

severe harm, like, death or grave damage to the environment, 

for example, aircraft control systems and medical 

equipment. In this case, a strict development process, 

evaluation techniques, and tests are needed to ensure that 

these products are safe for all layers of society and the 

environment involved. 

In 2000, Bynum (2000) anticipated some issues, arguing 

that because of the invention of "life-imitating" machines, 

there would be dramatic changes in social policies and 

practices in law, economics, and human relations. Consider, 

for example, some of the economic implications of 

computerized automata. The development of such machines 

"gives the human race a new and more efficient collection of 

mechanical slaves to do their work". Nowadays, we observe 

that robots effectively eliminate many human jobs, rendering 

people useless in the labor market. Even the intellectual 

work of the human brain is not immune to replacement by 

machines. 

Underlying these problem categories, we underline three 

types of current technologies. As so, in the next sections, we 

discuss the advantages and disadvantages of three 

contemporary technologies that have been permeating many 

aspects of our daily life and are shaping the near future a 

society: Internet, Artificial Intelligence and Big Data. 
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2.1 The Growth of Internet and its Social 

Networks 
The Internet is one of the most relevant technologies of the 

so-called "Information Age" or "Digital Society". 

Sociocultural changes are observed in terms of work 

environment, family, entertainment, and leisure. In general, 

social networking is currently the preferred platform for all 

sorts of activities, both for business and personal, and 

sociability has significantly increased. It is clear the 

migration of businesses (electronic businesses), government 

(electronic government), and civil society in general to social 

networks. Moreover, relevant political movements have 

started from social networks, for example, the Arab 

revolutions against dictatorships and protests against the 

management of the financial crisis. There are innumerable 

benefits of the Internet, such as access to information, new 

business models, increased communication possibilities, 

tools to support learning, among many others. Figure 1 

illustrates the benefits and problems related to the Internet 

and its applications. The green arrows point to the benefits 

that Internet brings, such as being capable of transforming 

companies as well as shortening distances between people 

and providing access to information; however, the red 

arrows highlight that, at the same time, it decreases privacy 

and produces information overload.  

The democratization of access to information has never 

been more publicized and promoted than in the Internet era. 

The most frequent propaganda is about individual freedom 

as far as content is supposed to be "personalized". However, 

this is not true despite the undeniable utopian potential of 

integration, connectivity, and mobilization of people, as well 

as the availability of space for political activity, as pointed 

out by Adorno and Horkheimer (1985).  Social networks are 

formed by autonomous participants, who expose ideas and 

personal assets to share values and interests. Diversity and 

the massive public allow each user to publish any 

information without commitment to the truth.  

According to Siegel (2008), the supporters of 

cyberculture (like Lévy, 1999) argue that we are moving into 

the era of demassification because we would be able to make 

our own choices and build our personalities freely. But 

Siegel (2008) states that what is being created is an even 

more potent form of homogenization. This author affirms 

that it is a fallacy that we are moving from passive recipients 

to becoming independent content producers just because we 

can now share our ideas and images with people through the 

new media in Social Networks. People are making their 

private moments accessible on social media. 

On online social networks, people produce mostly 

"images", which are copies of information in various 

formats, manipulated by applications that distort its original 

appearance (for example, a text or an edited picture/photo, a 

video clip without the credits) (Santoro, 2017). The problem 

is not the manipulation itself, but that information is "sold" 

as the original. The viral propagation of such images causes 

their new meaning to be taken as truth, meanwhile, the real 

meaning associated with them becomes lost. The "truth" 

does not seem to be a tonic in the networks; people tend to 

talk about what makes them more popular and assume 

positions guided by the recommendations of the systems. 

Social Networks usually deliver an overflow of 

recommendations. In general, people spend interacting with 

each other and with systems over the Internet, 

simultaneously providing information about their profile. 

Targeted information sets the minds of potential consumers 

not only with products but also, with ideas and ways of 

acting and thinking. Advertising is increasingly tangled with 

information. The social networks offer suggestions of your 

best moments in the past, who your best friends are, and can 

associate your profile with animals, games, music, etc. In 

addition, it can emphatically suggest the form of joining a 

protest or become supportive of a social problem, according 

to the design previously made from people's information. 

The application of statistics and computational 

techniques of classification has reached a remarkably high 

degree of sophistication, endorsing a sense of belonging (or 

non-belonging) of a person to specific groups. The next step 

is the recommendation of consumption (Kohn and Moraes, 

2007). Then the cycle closes.  

According to Rüdiger (2011), another danger of 

cyberspace is to promote an abandonment of concerns with 

physical reality: lost in the hybrid and strange world of the 

network, we may believe that virtual homes are real, that a 

reported clash is not different than a real one, that virtual sex 

is no less viable than the thing itself (Slouka, 1995). The 

inhabitant of the cities can only get to know friends in the 

online social networks. Thus, the strong impact of the 

Internet and social media seems to be that technology gets 

mixed up with way of life, and systems can capture human 

behavior quickly. 

2.2 The Spread of Artificial Intelligence 

Artificial intelligence (AI) is a research field whose focus is 

the development of computational methods and artifacts that 

possess or multiply the rational capacity of human beings to 

solve problems, to think or, in general, to be "intelligent". 

But what exactly do we call "artificial intelligence"? We 

separate it into two parts: "artificial" and "intelligence". The 

first one is related to what a human can construct, i.e., the 

artifacts. The second one refers to concepts such as 

consciousness, identity, and mind. Consciousness is one of 

the most complex mental processes which we judge to be the 

human’s differential. Consciousness is the state of being 

conscious; the perception of oneself, her/his thoughts and 

what exists around her/him.  

The growth of AI began shortly after World War II with 

the paper "Computing Machinery and Intelligence" by the 

famous English mathematician Alan Turing, and the name 

“Artificial Intelligence” was coined in 1956 (Berkeley, 

1997). However, this idea is not recent. Aristotle, the Greek 

philosopher born in 384 BC, already thought of replacing the 

slave labor force with autonomous objects. The development 

of this proposal began to take shape in the 1950s, with the 

scholars Herbert Simon and John McCarthy. Since then, the 

foundations of AI have been supported by diverse 

disciplines, such as Philosophy, Mathematics, Economics,  
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Figure 1. Social and political impact of Internet. 

 

Psychology, and Linguistics, which have contributed with 

ideas and techniques. Only recently, the emergence of the 

modern computer made AI gain critical mass and allowed 

the development of applications to establish themselves and 

advance in areas such as computer vision, speech analysis 

and synthesis, fuzzy logic, artificial neural networks, and 

many others. 

Nevertheless, we observe several negative issues related 

to AI, such as unemployment generated by the substitution 

of labor by autonomous machines; changes in human 

behavior and interpersonal relationships; possible mistakes 

made by autonomous machines that may be fatal to humans; 

risks of autonomous weapons; uncertainty that AI may one 

day surpass human capabilities and intelligence; and 

hesitation about the interaction between humans and robots. 

Figure 2 illustrates the benefits and problems related to 

Artificial Intelligence (AI) and its applications. The contrasts 

showed through arrows green and red express how AI can 

simultaneously support complex problem solving and 

promote learning but also generate unemployment and offers 

risks as well as uncertainty to humans´ lives. 

According to Miguens (2000), philosophers have been 

taking extreme positions about AI. Some of them argue for 

an impossibility, by principle, of creating unnatural 

intelligence and consciousness. Others are convinced that AI 

could create a more general and abstract concept of the 

nature of intelligence, which places humans and all 

intelligent biological beings as only particular cases of a 

general phenomenon. Basically, if any system with the right 

kind of functional organization can be intelligent, and even 

conscious, and whether this condition can be formulated 

independently of the substance that constitutes it and its 

origins, then those systems may be intelligent and conscious 

as well. 

 
Figure 2. Social and political impact of IA. 
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In 2015, the physicist Stephen Hawking, and the 

entrepreneurs Elon Musk (founder of Tesla and SpaceX), 

Steve Wozniak (co-founder of Apple), and Bill Gates (co-

founder of Microsoft) signed an open letter with concerns 

about artificial intelligence (Wikipedia, 2015). That letter 

was not intended to deny the development of research in the 

field of AI, but it draws attention to the dangers of 

developing something so powerful and promising without 

paying attention to the generation of benefits for humanity 

and intrinsic ethical issues. 

2.3 Big Data or Big Brother 
The term Big Data is usually associated with a large set of 

stored data. From the technical point of view, the challenges 

of this area include analysis, capture, repository creation, and 

development for this data, research, sharing, storage, 

transfer, and visualization (Chen and Zhang, 2014). But 

some characteristics differentiate this data from any other 

else. They are called the 5 V’s: velocity, volume, variety, 

veracity, and value. Big Data is a recent term, but the idea is 

quite old. By 3500 BC, the bureaucrats of ancient 

Mesopotamia created writing because they had to register 

and maintain control of commercial transactions. Mayer-

Schonberger and Cukier (2013) argue that the invention of 

written language allowed early civilizations to record facts 

about reality to be retrieved later. These facts were the 

embryo of tailoring a phenomenon to a quantified format to 

be tabulated and analyzed. 

Wu et al. (2013) argue that according to an IBM 

survey, 2.5 billion bytes of data are created every day, and 

90 percent of the data in the current world was produced 

in the past two years. Our data-generating capacity has 

never been so powerful. One example is Instagram, 

purchased by Facebook in 2012. Nowadays, more than 95 

million photos and videos are shared on Instagram per day 

(Omnicore,2021). Assuming the size of each photo is 2 

megabytes (MB), it results in several terabytes (TB) of 

air-storage every day. Since "a picture is worth more than 

a thousand words", the billions of Instagram photos are a 

treasure to explore human society opening new 

possibilities to explore complex relationships and data 

evolution, considering distributed and decentralized 

control (Wu et al., 2013). 

Chen and Zhang (2014) point out that there is no doubt 

that future advances in productivity and business 

technologies will converge on Big Data's assets. Currently, 

some areas involve Big Data problems, ranging from the 

global economy to social administration and scientific 

research to national security. Big Data has a deep 

relationship with e-Science that is computer-intensive 

science, generally implemented in distributed computing 

systems (Kee, 2015). E-Sciences include particle physics, 

bioinformatics, earth science, and social simulations.  

The benefits of Big Data applications in society have 

already been understood. However, what are the 

"problems" or points of attention with this promising 

technology? Figure 3 illustrates the benefits and issues 

related to Big Data and its applications. Misuse and 

unwanted use of data are contrasted to fostering of science 

and supporting decision-making by the arrows green and 

red in this figure. Mayer-Schönberger and Cukier (2013) 

warn that when data is collected passively, while people 

do what they usually do anyway, the old biases associated 

with sampling seem to disappear. Now we can collect the 

information we could not do before, being it the 

relationships among people revealed through cell phone 

calls or the sentiment and feelings disclosed through 

millions of tweets shared every day. 

In this paper, we claim that more than technical 

advantages and disadvantages, or benefits versus adversities, 

the problems that arise from those technologies are related 

to ethics. Thus, in the next section, we propose an objective 

way to deal with ethical issues that might evolve within the 

development and usage of such technologies. 

 
Figure 3. Social and political impact of Big Data. 
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3 Related Work 

Ethical Decision-Making Models (EDMM) are a critical 

part of ethics. One crucial issue concerning such models 

is the assumption of one area of Normative Ethics. For 

example, virtue ethicists concentrate on ethical people’s 

characteristics as the primary cause of decision making, 

but they also consider the consequences or reasons 

behind the decision. A consequentialist would focus on 

the outcomes of decisions. Different ethical decision-

making models have been proposed both by researchers 

and practitioners as described by Whittier et al. (2006), 

Cottone and Claus (2000), and Casali and Perano (2021). 

Well-known models are complemented with 

principles on how to perform the steps. The PLUS 

Decision-Making Model1, developed by the Ethics and 

Compliance Initiative (ECI), applies ethics filters to 

determine if the ethical components of the decision 

were addressed: P = Policies Is it consistent with my 

organization’s policies, procedures and guidelines?; L= 

Legal Is it acceptable under the applicable laws and 

regulations?; U = Universal Does it conform to the 

universal principles/values my organization has 

adopted?; S= Self Does it satisfy my personal 

definition of right, good and fair? Those filters support 

the steps proposed for the decision-making process. 

Step 1, define the problem; Step 2, identify available 

alternative solutions to the question; Step 3, evaluate 

the identified alternatives; Step 4, make the decis ion; 

Step 5, implement the decision; Step 6, assess the 

decision.  

Baker and Martinson (2001) proposed the TARES 

model, which stands for five embedded principles: 

Truthfulness, Authenticity, Respect, Equity, and Social 

Responsibility. Those principles together should guide 

the actions of the decision-making process. with an 

ethics-related extension would undermine the essence 

of it and would our proposal.  

Finally, Laudon and Laudon (2020) suggested 

steps on how to discuss the ethical issues in 

Information Systems, which can be particularly useful 

in practice: to identify and clearly describe the facts; 

define the conflicts or dilemma and identify the values 

involved; identify stakeholders; identify reasonable 

alternatives to be adopted and identify potential  

consequences of the options. 

The models proposed have much in common, but 

we observe that despite Laudon and Laudon (2020), 

none of them are closely related to the IS field. In turn, 

Laudon and Laudon (2020) are not concerned with 

philosophical principles and they do not provide 

guidelines on how to ground the decisions on ethics. 

Thus, in this paper, we propose a process model that 

 
1 https://www.ethics.org/ 

extends Laudon and Laudon approach by incorporating 

the guidance to use some of those principles.  

4 A Process to Support the Analysis of 

Ethical Issues 

As discussed in the previous sections, considering the 

benefits and threats of using any new technology to develop 

and use IS, it is fundamental to stress some ethical 

discussions. We extended, adapted, and detailed how each 

step of Laudon and Laudon (2020) approach could be 

performed, including two more steps. The proposal is 

described in detail as follows. 

Our main goal is to support decision-making as well as 

to promote group discussions. Thus, we propose a process to 

organize ideas, analyze and decide about an ethical issue 

related to the use and adoption of IS. Figure 4 shows the 

process formally represented in a BPMN2 (Business Process 

Modeling and Notation) diagram. 

A. Identify and clearly describe the facts: The correct 

view of a situation might help find a solution. So, the 

first step is looking for safe sources to find out who did 

what, when, and how. For avoiding biases, it is 

preferable to collect facts from diverse sources and 

confront them. 

B. Define dilemma: Dilemma is a situation in which a hard 

choice has to be made between different possibilities. 

After understanding the facts, it is critical to recognize 

the conflicts (the dilemma) and identify the values 

involved: an ethical issue encompasses opposing 

directions of action concerning significant value (e.g., 

freedom, privacy, property protection, etc.). 

C. Identify stakeholders: To classify the likely interests, 

this step suggests generating a list of stakeholders. 

Stakeholders might be associated with different groups 

of the society, for example, citizens, educational 

institutions, industry. However, a stakeholder could also 

be an individual: the owner of a company, a designer, a 

student, etc. Different stakeholders will have their views 

on the problem, and they will argue for their interests 

whatever they are. Some of them are probably related to 

ethical issues. 

D. Identify alternatives: Alternatives are different 

implementations that might address the problem. Since 

we are discussing questions related to the adoption or use 

of IS, alternatives are varied designs of the IS or the 

diverse adoption processes of the IS. This step identifies 

reasonable alternatives to be followed (which will not 

always satisfy all stakeholders' requirements). At this 

point, the alternatives could be related (in fact, it is 

fundamental that they are) to distinct mental models. 

E. Identify consequences: Each alternative implies 

consequences. Identify the potential outcomes of the 

options (listed in the previous step) is asking yourself what 

2 http://www.bpmn.org/ 
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would happen over time with each choice. This step 

requires envisioning more than the intended use of the 

technology but also the unintended ones. At this point, it 

might be convenient to search for similar cases. 

F. Adopt position: The conclusion of deliberation on 

an ethical issue should use all the elements 

collected and produced in previous steps and finally 

decide to adopt a position. At this point, it would 

be positive to take as a base one or more 

philosophical principles. In the philosophical 

sphere, principles, while governed by moral laws, 

are values that the individual considers adopting 

according to what his/her conscience says. Some 

examples are Idealism, Realism, Pragmatism.  

For the idealist, goodness is found in perfection in 

immaterial or idea of something; and evil is the ideal 

distortion. Therefore, ethical imperatives can never 

change. Idealists judge the action itself and not its 

consequences. A philosopher of this line is Immanuel 

Kant (categorical imperative): 

• How to establish a modern foundation for ethics 

that is both timeless and universal (always valid 

everywhere)? 

• If an action is not right for everyone, then it is 

not right for anyone. 

• If everyone did that, could the organization or 

society survive? 

 

Figure 4. A process for deliberation on ethical issues. 

 

For the realist, all knowledge is obtained through the 

senses. Kindness is found by living a life of virtue in harmony 

with nature. A philosopher who represents this line is John 

Locke (liberalism): 

• In a natural state, man is governed by the laws of 

nature where all are equal, and no individual should 

harm another. A person has the right to use force to 

defend his rights, but he cannot harm the rights of 

others. 

• Your right ends when the others´ rights begins. 

For the pragmatist, reality is a process, change. Event, 

that is, experience. The value of something is determined 

solely in terms of its usefulness in achieving an end. 

Therefore, the end justifies the means. A philosopher who 

exemplifies this line is Jeremy Bentham (utilitarianism): 

• Principle of Utility: the action with “greater ethical 

value” is that one that maximizes general happiness 

and minimizes pain; the calculation that seeks the 

biggest benefit for the greatest number of people 

(maximizing pleasure). 

• Take the action that produces the best cost / benefit 

ratio. 

 
3 The information is available at: https://pt.wikipedia.org/wiki/ Edward 

_Snowden 

G. Publish the outcome: Sharing both the discussion and 

the outcome with diverse groups of society is vital for 

promoting changes. Thus, the whole process should be 

published in a repository or on Social Networks. This 

allows to collect and compare decisions to support the 

definition of public policies. 

In the next section, we evaluate preliminary the 

application of this process in two scenarios. 

5 Case Studies 

In this section, we discuss the proposed process in two real 

cases.  

4.1 “Edward Snowden” Case 

This case occurred in the United States and was widely 

publicized in the media, as well as presented in documentary 

and movies. Through this case, we show how to use the 

process in a debate over one of the most controversial 

contemporary themes: Privacy vs. Security, from the point 

of view of ethics related to the information systems. 

When Edward Snowden3, a former collaborator of the 

National Security Agency (NSA) in the US, disclosed a 
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A. Identify and clearly describe the facts:  

The sources of fact-finding in this case are newspapers 

and magazines (such as The Guardian, New York Times, 

etc.) and trusted Internet sites (e.g., Wikipedia). 

Identified facts: 

• Edward Snowden was an NSA employee. 

• Edward Snowden released a confidential mass 
monitoring program, which was confirmed by the 
agency. 

• The program intercepts people's communications by 
e-mail, voice, video, facsimile and any other means of 
communication anywhere in the world and collects 
data about them. 

• The program uses techniques such as computer 
intrusion, breaking security codes, etc. 

• The program uses tools that interpret this data to 
determine profiles. 

• The purpose of the program is to ensure safety, but 
nothing prevents it from being used for other 
purposes. 

B. Define dilemma: 

The central dilemma (or ethical question) posed in this 

case can be defined as: Should the technology be applied 

to break the privacy of citizens in order to provide them 

with protection? 

C. Identify stakeholders: 

The stakeholders in this case are citizen, US government, 

former NSA service provider (IS professional), technology 

companies, society in general. 

D. Identify alternatives: 

How to solve this case? The alternative actions (not 

exhaustive) would be: 

[1] Nothing to do, allow the government or any company 
to carry out these programs. 

[2] Prohibit this type of program. 

[3] Allow the program, but in a transparent way to the 
citizen. 

[4] Create a new program that has access to data already 
available in traditional systems only. 

E. Identify consequences: 

For each possible action, the consequences (not 

exhaustive) would be: 

[1] Nothing to do, allow the government or any company 
to carry out these programs. 

• Tolerate misuse of private information. 

• Create precedents for abusive invasion of privacy 
actions. 

[2] Prohibit this type of program. 

• Restrict preventive actions about demands of the 
citizen and society security. 

[3] Allow the program, but in a transparent way to the citizen. 

• Tolerate misuse of private information. 

• Create precedents for abusive invasion of privacy 
actions. 

[4] Create a new program that accesses data already 
available in traditional systems only 

• Restrict preventive actions about demands of the 
citizen and society security. 

• Allow the citizen to decide on the use of his/her 
private information. 

F. Adopt position: 

Now, with all the data about the case at hand, we can 

evaluate it grounded on one (or more) philosophical 

principle to support in the decision. Let us try 2 principles. 

[1] Idealism: Thinking with the support of the idealistic 
foundation, we would ask the following questions 
regarding each action: Is this action correct for all 
people involved? If everyone performs this action, 
could the society be sustainable? 

The answer to those questions is probably no. 

[2] Pragmatism: Thinking with the support of the 
pragmatic foundation, we would make the following 
reasoning: choose the action that produces the best 
cost/benefit ratio for the majority of those involved. 

The answer to this question is “Allow the program, 

but in a transparent way to the citizen” that is finally 

the decision made. 

G. Publish the outcome: report the results and publish 
a paper. 

 

Box 1. Summary of the process to analyze ethical issues applied to the “Edward Snowden” case. 

 

confidential mass monitoring program, the people asked: "Is 

he a patriot or a traitor?" which leads immediately to the 

following question: "What is most important for society: 

security or privacy?" The answer to the first question 

depends on the value people give to civil disobedience. The 

answer to the second one depends on how this value system 

weighs security versus privacy.  

It is no doubt an ethical problem. But the further 

revelations also raised a question about ethics for which the 

answer may be more direct: "Should the government use 

telephone records to spy on millions of Americans and lie 

about it?" Or, in other words, "How transparent should the 

US national security state be?" For sure, this is valid for any 

other country. 

By that time, the fact that the United States has been 

operating monitoring and surveillance systems for electronic 

communications around the world became public. Global 

surveillance programs have several goals and capabilities, 

including intercepting communications by email, voice, 

video, facsimile, and any other means of communication 
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anywhere in the world. Since then, the disclosures have 

become more alarming every day and have provoked a 

reaction in every country in the world and the Internet 

protection experts´ community. They range from 

participating in surveillance programs of companies such as 

Google, Facebook, Microsoft, to the worldwide invasion of 

computers (in the same way that the hackers do) and 

breaking the Internet's encryption codes, making the whole 

network vulnerable to the attacks both by the NSA or 

predators and criminals. 

The US government argued that this data refers 

exclusively to the metadata of phone calls, not the content of 

the calls themselves. Metadata resembles the "envelope" of 

a phone call or an email but contains more detailed 

information than just the recipient and sender with their 

addresses. This metadata has no specific information about 

the communication, such as emails, phone calls, or textual 

messages. However, metadata informs in detail, for example, 

destination, the duration of a call, date, location of the origin 

from where started the communication, user location who 

initiated and the recipient, type of computer or telephone 

used, etc. Such information is enough to provide a different 

kind of analysis.   

After the first publications in the press, technology 

experts and civil rights advocates right away warned that the 

White House underestimated the importance of metadata. 

However, it contains detailed information about the 

individuals’ lives, and it could be used to draw relationships 

and personal activities.  

We applied the process proposed in Section 4 to analyze 

the ethical issue in this case. We present the summary of the 

step-by-step process in Box1. 

4.2 “API Exposure Notification” Case 

In 2020, the world was disturbed by the pandemic of 

Covid 19, a disease provoked by one type of Coronavirus. 

During the pandemic, the Brazilian government (following 

actions of other countries such as Germany, the United 

Kingdom, and Uruguay) announced the launching of the new 

functionality of its Coronavirus-SUS application. The API 

Exposure Notification4 would alert a registered citizen, by 

cell phone, within 24 hours, about people who tested positive 

for Covid-19 and have been close to her/him in the last 14 

days. The argument for using this application was based on 

the fact that monitoring is fundamental for disease control 

and safe resumption of activities. The technology is called 

“API Exposure Notification” and was made available 

through a partnership between the Ministry of Health, 

Google, and Apple. 

The Ministry of Health published on its website that 

“Exposure Notification System was built so as not to expose 

the identity of users, such as name and location, ensuring 

maximum security and privacy for all data”. The feature 

allows that the citizen, voluntarily and anonymously, to 

inform the application of the positive result for Covid-19, 

 
4 https://www.saude.gov.br/noticias/agencia-saude/47292-aplicativo-

coronavirus-sus-vai-alertar-contatos-proximos-de-pacientes-com-
covid-19 

using a token (code of numbers) issued by the Ministry of 

Health - the validation of their test (PCR or positive5) for the 

disease. To avoid false information, before generating the 

token, the Ministry of Health would cross data from the 

examination informed by the person and the integrated 

records of the surveillance platform (e-SUS Notifica) and the 

National Health Data Network (RNDS). Both databases 

gather information from patients with Covid-19 in Brazil. 

With the encrypted transmission of contagion information, 

using the low-energy Bluetooth, the Coronavirus-SUS 

application recognizes close contacts at 1.5 to 2 meters and 

for a minimum of five minutes between smartphones that 

have the application. To receive notifications of close 

contact with positive users for Covid-19, it is necessary that 

the user enable the exposure notification function on the 

device. The app works only with other people that have also 

the official app installed. The notification will be sent only 

by the Ministry of Health. The user will receive information 

that they have had possible contact with someone who tested 

positive for Covid-19 in the past hours. 

The Ministry of Health guarantees that no other 

institution will have a license to use the functionality 

developed by Google and Apple. The application works 

without tracking the tester's movements, and without 

knowing his identity or the identity with whom he came into 

contact. Besides, it does not have access to any personal 

information, and no geolocation data is collected. All data is 

encrypted, saved locally on the smartphone, and is only 

available for 14 days. 

Despite all the legal guarantees, the genre of the system 

probably allows the government to initiate a program of 

control and monitoring of citizens.  We applied the process 

proposed in Section 4 to analyze the ethical issue in this case. 

The summary is presented in Box 2. 

6 Discussion 

In Section 2, we explore some of the most relevant 

technologies highlighting how they impact our society 

(Internet applications, AI and Big Data), and in Section 

4, we propose a process to examine some associated 

ethical issues. In the end, the general question is: "Do 

artifacts have underlying politics?"; "Do artifacts 

imply a certain organization of power and authority?" 

Mumford (1963) emphasized that the technical activity 

innate in human life was gradually subordinated to 

social and political devices, products of the subjection 

of the masses to the power of the elites. The 

philosophers of the Frankfurt School (Horkheimer, 

1982) criticized how an industrial society with 

scientific and technological bases constitutes a system 

of domination of man by man. Levy (1993) has already 

warned that there is no computing in general, but rather 

an open, conflictive, and partly indeterminate field of 

new technologies. 

5 PCR is a test that detects the presence of the virus in a blood sample. 
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A. Identify and clearly describe the facts:  

The sources of fact-finding in this case are newspapers 

and magazines (such as O Globo, Folha de São Paulo, etc.) 

and trusted Internet sites (e.g., Olhar Digital6). 

Identified facts: 

• Brazil will officially begin to use geolocation data to 
study and try to contain the coronavirus. 

• The five main mobile phone operators (Algar, Claro, 
Oi, TIM and Vivo) confirmed that they started to 
provide data on the users' position to the Ministry of 
Science, Technology, Innovations and 
Communications (MCTIC), which can provide these 
information for all spheres of public power. 

• Brazil is far from being the first to adopt such a 
measure. The greatest example of a country that is 
ostensibly using this data is South Korea. There, when 
someone is diagnosed with the coronavirus, the 
government tries to track down all the people who 
have passed close to the patient and notifies them 
with a message. 

• There is evidence that other countries that started 
with this type of monitoring may broaden its use. 
Inspired by the application created to control the 
pandemic, the Chinese city of Hangzhou has 
announced that it plans to use a system that gives 
citizens a personal score based on their medical 
report, health checks and lifestyle. The announcement 
sparked controversy, raising concerns about the 
privacy of the inhabitants7. 

B. Define dilemma: 

The central dilemma (or ethical question) posed in this 

case can be defined as: Should an application be built with 

the aim of monitoring citizens? 

C. Identify stakeholders: 

The stakeholders in this case are citizen, Brazilian 

government, mobile phone operators, technology 

companies (Apple, Google), society in general. 

D. Identify alternatives: 

How to solve this case? The alternative actions (not 

exhaustive) would be: 

[1] Nothing to do, allow the government or any company 
to develop and use the application. 

[2] Prohibit this type of application. 
[3] Allow the development of the application, but in a 

transparent way to the citizen. 

E. Identify consequences: 

For each possible action, the consequences (not 

exhaustive) would be: 

[1] Nothing to do, allow the government or any company 
to develop and use the application. 

• Tolerate misuse of private information. 

• Create precedents for abusive monitoring of citizens. 
[2] Prohibit this type of application. 

• Restrict preventive actions about demands of the 
citizen and society health. 

[3] Allow the development of the application, but in a 
transparent way to the citizen. 

• Tolerate misuse of private information. 

• Create precedents for abusive monitoring of citizens. 

• Allow the citizen to decide on the use of his/her 
private information. 

F. Adopt position: 

Now, with all the data about the case at hand, we can 

evaluate it grounded on one (or more) philosophical 

principle to support in the decision. Let us try the realism 

principle. 

[1] Realism: Thinking with the support of the realist 
foundation, we would ask the following questions 
regarding each action: are the rights of one citizen 
being violated on the behalf of the others?  

The answer to this question is probably no. 

G. Publish the outcome: report the results and publish 
a paper. 

Box 2. Summary of the process to analyze ethical issues applied to the “API Exposure Notification” Case. 

 

Managers and engineers recognize that winning 

strategies bear minimal technical details but are primarily 

political and cultural. In both cases presented, we could only 

get attained to the technical perspective, i.e., how to 

implement the program or the requirements to build the 

application. Then we might conclude that they are perfectly 

implementable technologies, and the user will be safe. 

However, the ethical issues go over them because it is 

fundamental to put a wider lens on the problem considering 

other tools. 

Accordingly, we wonder whether the only form of 

rigorous and helpful reasoning is scientific and technological 

or if there may be non-technical forms of reasoning 

 
6 https://olhardigital.com.br/coronavirus/noticia/governo-federal-usara-

dados-de-localizacao-de-celulares-para-monitorar-covid-19/98911 

applicable to social issues and day-to-day problems. Is it 

possible for the ordinary man, who does not participate in its 

design, to decide and control technology? Our proposed 

process aims to be a starting point for this debate. 

Feenberg (2013) proposed a Critical Theory of 

Technology and argued that technology is controllable and 

valuable. Technology can shape many possible different 

lifestyles, reflecting choices of goals and mediation. For this 

author, the values embodied in technology are characteristic 

of a society. Modern societies aim for efficiency; however, 

we cannot neglect other significant valuations besides it. The 

author explains that it is impossible not to differentiate 

efficient weapons from efficient medicines, efficient 

7 https://www.rtp.pt/noticias/mundo/covid-19-china-quer-classificar-
cidadaos-com-base-na-saude-e-estilo-de-vida_n1231848 
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propaganda from efficient education, efficient exploration 

from efficient research. The Critical Theory of Technology 

allows us to think about choices and submit them to 

democratic controls. The conclusions obtained from the two 

case studies indicate that it is important to add elements 

surrounding the technical problem, such as the social and 

political facts. Following a systematic process that, not only 

calls the attention to the importance of colleting facts, but 

also states that philosophical principles should be applied 

confirmed the potential of reflecting of such choices that 

Feenberg mentions.  

Feenberg (2013) does not believe in the notion of 

technology neutrality. The author does not consider 

technology an autonomous entity, but rather the 

manifestation of political rationality. Thus, it can only be 

modified through cultural changes and democratic advances. 

The Critical Technology Theory considers technology as an 

environment rather than a collection of tools. As an 

environment, technologies shape the lives of its inhabitants, 

being comparable to laws and rights. In addition, the 

adaptation process of social institutions to technological 

development is reciprocal, i.e., institutions adapt while 

technologies change in response to the conditions they find. 

In this regard, the systematization of ethical discussion 

would allow citizens to engage in decisions not only about 

what is wrong or right, but also how technology should be 

designed. When we organize the ideas about the adoption of 

technologies as shown in the two cases investigated, it is 

possible to shed light on this mutual path. 

The main form of power has become technological, 

which is achieved through the strategic control of social and 

personal activities. Technological decisions are made 

according to the efficiency criterion that in turn, can be 

defined in diverse ways according to social interests. 

Feenberg identifies a social “code” of technology that blends 

efficiency and target and somehow legislates in our lives. 

Our way of life, our gestures, are programmed by our 

artifacts with rigidity unprecedented in pre-modern societies 

(Feenberg, 2009). 

There is a widespread technical mediation at the service 

of privileged interests that reduces human possibilities 

everywhere, imposing discipline, vigilance, standardization 

in all activities (work, education, medicine, law, sports, 

media, etc.). Reciprocally, the mediation of some social 

interests turns the technological achievements abstract and 

decontextualized, apparently belonging to no culture. It 

becomes clear, for example, in second case analyzed, that 

even with legal guarantees, the system is likely to allow 

monitoring of people involved. However, according to 

Feenberg (2009), it is precisely the perception of these 

limitations that can stimulate transformative political 

movements. Because technology is ambivalent and can be 

instrumental to different political projects, every 

technological order is a potential starting point for divergent 

developments, depending on the cultural environment that 

configures it. 

The social change suggested by the author needs progress 

criteria. A progressing society increases people's capacity to 

take political responsibility, fosters the universality of the 

human being, allows for freedom of thought, respects the 

individual, and encourages creativity. The author cites 

concrete measures: the democratization of public 

administration, the extension of the lifespan devoted to 

learning beyond the immediate needs of the economy, and 

the evolution of professional training to include an ever-

increasing range of human needs in the technician code.  

Therefore, the various aspects of the design must be 

decided concerning social principles and demands. This 

context must be widely understood to bring technology into 

the public sphere, where increasingly it seems to belong. In 

Feenberg's proposal (2013), modern societies will only be 

able to recognize democratic values when the public control 

of technology becomes routine. The Critical Theory of 

Technology projects a future in which technology policy is 

considered as a usual aspect of public life. The design of 

technologies would be oriented to politically legitimized 

human values, as opposed to the profit intentions of military 

organizations or to bureaucracies. These values should be 

present in the technical disciplines themselves, just as the 

value of healing guides Medicine and knowledge of the 

human body guides Biology. In the two cases discussed in 

the of the proposed process, we could observe the relevance 

of considering human values embedded in the technology 

and more specifically, in the information systems. 

Feenberg defines the Instrumentalization Theory, which 

seeks, on the one hand, the distinction between the cognitive 

and imaginative conditions of technical activity, and on the 

other hand, the social mediations that intervene in the design 

of devices and systems. Every technical artifact presupposes 

the ability to be perceived by the world in terms of functions 

and capabilities. This perception is cited by Feenberg as 

“Primary Instrumentalization”. In this scenario, objects of 

technical activities are defined and isolated from their 

natural context through primary instrumentalization that 

decontextualizes them and reduces them to aspects of their 

use. It is a process in which objects are detached from their 

original contexts and exposed to analysis and manipulation, 

while individuals are assigned to distant control. 

Technical objects can only be realized in a device or 

system, acquiring more and more social determinants in each 

stage of the production process, from the raw material to the 

final finished product. The sub-determined technical aspects 

of the object are decided along the way to adapt it to a given 

social context. This process of social determination is named 

by Feenberg as “Secondary Instrumentalization”. The 

primary level simplifies objects for incorporation into a 

device, while the secondary level integrates simplified 

objects into a natural and social environment. 

Finally, Feenberg (2013) also presents the concept of 

"technical code" to articulate the relationship between social 

and technical needs. A technical code is the concretization 

of interest or ideology in a technically coherent solution to a 

problem. A technical code is a criterion that selects between 

alternative viable projects, the one that presents the best 

technique to be applied in terms of a social objective. 

Objectives are "codified," in the sense of defining 

requirements as ethically permissible or prohibited, and/or 

aesthetically better or worse, or socially desirable. "Socially 
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desirable" does not refer to some universal criterion, but a 

hegemonic value such as health or family. In this sense, 

Feenberg calls technical codes the social principles 

embedded in a technology that is successful and enduring. 

Specific technical codes determine the meaning of artifacts 

and, in any situation, describe the congruence of social 

demand and a technical specification. 

Our proposal corroborates with the principle that the 

outcome of the process about an ethical issue allows the 

definition of IS politics and could guide the specification of 

the IS requirements. When people decide that transparency 

is a goal (such as in our case), it should be a requirement for 

a system to be developed.  

According to Feenberg (2009) an 'alternative modernity', 

would recognize the power of mediation, ethics, and 

aesthetics at the level of technical disciplines and design, 

restoring power to technical net-work members rather than 

concentrating it at the top of administrative hierarchies. This 

would result in new technical designs and new ways of 

achieving efficiency, and its members would value the offer 

of quality of life, a more democratic political order, and a 

sustainable civilization. 

Our proposal corroborates with the Critical Theory of 

Technology because the results obtained with the application 

of the proposed process are aligned with the main issues 

raised in this theory. 

7 Final Remarks 

Information systems should have an increasingly incisive 

presence in everyday activities. Argumentation on the 

impacts of new technologies requires theoretical and 

technical references. It will be up to the IS designer to 

intermediate the adaptation of the technology to the 

specificities of the diverse socio-cultural contexts. Thus, we 

conclude by emphasizing the fundamental role and 

responsibility of the designer in all these processes, for when 

designing new products and functionalities based on 

technologies such as the ones analyzed in this paper: 

internet, artificial intelligence, big data, or other new 

technologies to be developed in the future, he/she must be 

attentive to the so-called "technical code", as pointed out by 

Feenberg. 

We proposed a process to address ethical discussions 

about IS. The steps of this process guide the individual to 

decide. The main contribution of this paper is the 

argumentation on how a process like the one proposed could 

support the implementation of a Critical Theory of 

Information Systems, as argued by Feenberg, engaging 

people on the dialogue about IS requirements that shape the 

society in which he/she is inserted.  

Future work includes the evaluation of the process 

proposed with different groups of people and contexts. 

Besides, we intend to implement a tool to support the method 

and make it available and public to encourage the emergence 

of other relevant ethical questions as well as to build a 

repository of shared cases. 
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