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Abstract There is a growing initiative on the part of regulatory bodies to employ control over firmware emissions
destined for Internet of Things (IoT) devices. In this scenario, this paper presents a new approach, called SOTARU,
which proposes the use of a consortium Blockchain among embedded system manufacturers as a way to allow
access to the update history of devices from multiple manufacturers through a single infrastructure. The security
and robustness of the proposal were evaluated with the help of the Common Open Research Emulator (CORE)
distributed network emulator. As a result, it was found that SOTARU stands out in terms of security when compared
to other approaches proposed in the literature, as well as being functional even in high latency scenarios.
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1 Introduction

The remote application update performed by embedded sys-
tems, commonly called Over-The-Air (OTA), is essential
in the context of IoT solutions. After all, correcting fail-
ures, updating security protocols, adapting to new operat-
ing scenarios, and using continuous integration and delivery
(CI/CD) concepts directly depend on the use of OTA strate-
gies [Lopez-Viana et al., 2020].

Despite representing a trend in the development of embed-
ded systems, the use of OTA till now is a challenge for regula-
tory agents. After all, part of the approval process for these
solutions is a detailed audit of the content of the Firmware
developed by the manufacturer to ensure that the application
does not contain snippets of malicious code with the deliber-
ate aim of harming the consumer [Inmetro, 2022]. However,
in the scenario of implementing remote updates of devices,
this approach is flawed, since there is no guarantee that the
application running on the device reflects the Firmware au-
dited by the regulatory agents.

Furthermore, despite the proposals for OTA enabling the
continuous improvement of security measures adopted in em-
bedded systems, these also constitute a vector for exploiting
security flaws. After all, an insecure update mechanism is
susceptible to different types of Firmware tampering attacks
[Bettayeb et al., 2019]. Therefore, as they manage the manu-
facturer’s intellectual property, OTA approaches must ensure
confidentiality, integrity, and availability (CIA) at all stages
of the update process.

Considering this, in order to propose minimum security
requirements to be met by OTA solutions for embedded sys-
tems, a working group of the Internet Engineering Task Force
(IETF) proposed a specification called Software Updates for

Internet of Things (SUIT) [Moran et al., 2021]. SUIT pro-
poses the use of End-to-End Encryption (E2EE) between the
manufacturer and the device to guarantee the integrity and
confidentiality requirements of the update, even with the use
of a public communication channel. However, the specifi-
cation proposed by the IETF is characterized by a central-
ized approach in which a single server is responsible for stor-
ing and distributing update files to all devices. Therefore,
SUIT does not guarantee the availability of the service since
it presents a Single Point of Failure (SPOF) on the update
server with the ability to commit to updating thousands or
even millions of devices [Choi and Lee, 2020].

Intending to mitigate SPOF, recent works have proposed
that the recording of Firmware emissions be carried out in
public Blockchains in such a way as to take advantage of the
distributed and immutable character of the data stored on the
network [Yohan and Lo, 2018; Tsaur et al., 2022; Mtetwa
et al., 2022]. However, in these approaches, the dissemina-
tion of data is linked to the financial incentive provided by the
manufacturer as payment for storing and distributing the up-
dates, that is, the issuance of the update is conditioned to the
manufacturer’s resources, since the associated cost is volatile
and regulated by the market, that forms around the solution.

That said, this paper presents the SOTARU approach that
aims to mitigate the SPOF as well as enable monitoring by
regulatory agents on Firmware emissions from manufactur-
ers of embedded systems. To this end, the adoption of a con-
sortium Blockchain is proposed as a way to provide a decen-
tralized and highly available infrastructure for storing and
distributing Firmware updates to the devices that make up
the Internet of Things.

In addition to this introduction, the paper includes the fol-
lowing organization: Section 2 discusses the works related
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to the SOTARU approach, Section 3 presents its architecture
together with its main components, and Section 4 details the
methodology used in its evaluation as well as the results ob-
tained. Finally, Section 5 presents the final considerations
and discusses the research sequence.

2 Related Work

The use of Blockchains as a way to provide a distributed
and fault-tolerant infrastructure for IoT solutions has been
explored in several research fronts [Wang et al., 2018]. It is
no different in terms of OTA approaches, as several works
have recently adopted this technology as the basis of their
proposals.

In [Yohan and Lo, 2018], the authors propose an archi-
tecture formed by the Manufacturer Repository, Blockchain
nodes and IoT devices. Each manufacturer maintains the con-
fidentiality and integrity of its updates by storing the files in
its own repository. The Blockchain only serves as an indexer
of updates, storing the history of all updates issued on the
network in a distributed way. The author proposed approach
meets integrity and confidentiality requirements by not shar-
ing update files. However, centralization on storage does not
meet the availability requirement as it results in a SPOF for
the architecture and makes it non-fault tolerant of the Manu-
facturer Repository.

The smart contracts present in the Blockchain of the cryp-
tocurrency Ethereum are exploited in [Tsaur et al., 2022] to
ensure that the distribution agents are only remunerated after
distributing the update to the devices. Despite partially meet-
ing the listed security requirements, the proposal depends di-
rectly on the interest of third parties to establish the decen-
tralized storage and distribution network, an interest which is
conditioned to the financial incentive provided by the manu-
facturer. In addition, this reward system accentuates the low
availability of update files that are intended for a reduced
number of IoT devices, after all, the Distributor’s remuner-
ation depends on the number of updates applied, which en-
courages the prioritization of updates with a larger audience
target.

The authors at [Baza et al., 2018] address the problem
of remote updating of automotive systems, whose great dif-
ferential concerning other IoT devices lies in their mobility.
In this approach, the vehicles themselves become Distribu-
tors of the updates, having their reward, similarly to [Tsaur
et al., 2022], linked to proof of distribution requested by a
smart contract published on the Blockchain. The vehicles in
this approach allow intercommunication through the forma-
tion of opportunistic networks and become excellent alterna-
tives for the storage and decentralized distribution of updates.
However, the update of a Target Vehicle is conditioned to
the meeting with a Distributor Vehicle, which may delay the
application of a critical update and jeopardize the vehicle’s
operation.

In [Mtetwa et al., 2022] the authors propose a secure and
distributed OTA approach also based on Blockchain, but
aimed at updating devices connected through Low Power
Wide Area Network (LPWAN) networks. In this proposal,
the issuer of the update stores in the Blockchain a metadata
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file related to the update and negotiates with the application
server a window for distribution in Multicast. The approach
is restricted to devices connected through LPWAN and, there-
fore, does not satisfy the expected interoperability premise of
10T solutions. Furthermore, the authors do not discuss mech-
anisms to grant confidentiality to the process, which makes
the proposal susceptible to reverse engineering attacks.

Finally, Table 1 summarizes the discussion of related
works by performing a comparative analysis of the type of
Blockchain used and the observed security requirements of
each of the proposals in relation to SOTARU.

Table 1. Comparative Analysis of Related Works

l Id \ Paper \ Blockchain \ CIA ‘
Al | [Yohan and Lo, 2018] Public CI
A2 [Tsaur et al., 2022] Public CI
A3 [Baza et al., 2018] Consortium CI
A4 | [Mtetwa et al., 2022] Public IA

- This Work Consortium | CIA

Despite showing promise, the works listed do not simul-
taneously guarantee the CIA requirements. Therefore, the
following section presents the purpose of this work, whose
objective is to fill this research gap.

3 SOTARU Approach: Conception

SOTARU, whose name means Secure Over The Air Remote
Update, is intended for the severely heterogeneous environ-
ment of [oT middleware, in such a way that the interoperabil-
ity requirement guides the design process detailed below.

3.1 Agents

The definition of agents with access to the SOTARU ap-
proach, illustrated by Figure 1 and discussed below, aims to
elucidate the available resources as well as the role of each
agent in the update process.
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Figure 1. Agents of SOTARU Approach

Manufacturers are the organizations responsible for man-
ufacturing IoT Devices that have a direct interest in updat-



An Approach to Remote Update Embedded Systems in the Internet of Things

ing their embedded systems. The possibility of remotely up-
dating Devices through server infrastructure presents an op-
portunity for Manufacturers to better meet their Clients’ de-
mands. Furthermore, publicizing the update history makes
the updating process more transparent and strengthens the
Manufacturer’s commitment to Regulatory agencies.

In this proposal, Manufacturers are responsible, through
the establishment of a consortium, for maintaining the infras-
tructure of the update system. To do so, each Manufacturer
must provide at least one server for the network that will host,
in addition to the update history of all devices produced by
consortium members, the update files for Devices that may
connect to the server in search of updates. Manufacturers
have read and write access to the network, such that writing
is performed during the issuance of updates and reading can
be used to obtain the update history of a particular device or
even to monitor the application of already issued updates.

Regulatory agencies are increasingly taking initiatives to
exert control over IoT Devices, especially those consid-
ered metrologically relevant according to the Brazilian Na-
tional Institute of Metrology, Quality, and Technology (IN-
METRO) INMETRO [2016]. In this sense, one of the ap-
proaches adopted by these institutions consists of auditing
the firmware content of Devices to ensure that the applica-
tion developed by the Manufacturer does not have malicious
code with the deliberate purpose of harming the Client.

However, this strategy proves to be flawed if there is a pos-
sibility of remote Device updates. After all, in this scenario,
there is no guarantee that the application running on the De-
vice reflects the firmware audited by the Regulatory agency.
Therefore, the proposal of this work provides read access to
these institutions on the update history of Devices in order
to verify if the firmware issued by the Manufacturer on the
network corresponds to the homologated one.

In the SOTARU approach, Devices represent the equip-
ment produced by Manufacturers, used by Clients, and due
to their large quantity, are responsible for the need for scaling
the solution. Devices are the target of updates and therefore
have read and write access to the network. The query pro-
cess occurs through continuous searching for updates, while
writing occurs when notifying the network of the successful
application of an update.

Clients represent users of IoT Devices who have an inter-
est in keeping their equipment up-to-date for various reasons,
such as providing bug fixes, allowing the addition of new fea-
tures, and ensuring the continuous improvement of security
protocols employed by the Devices. The read access granted
to Clients allows them to access the update history of their
devices, making the version deployment process more trans-
parent. After all, a resource that becomes viable through the
adoption of this proposal is that the Client becomes aware of
the modifications that will be applied to their Devices in a
specific update, and can even choose not to install a particu-
lar version that enables an unwanted feature.

The Server infrastructure, maintained by the Manufactur-
ers who are members of the consortium, represents the cen-
tral element of this approach and is responsible for the decen-
tralized storage and distribution services of updates.

In the SOTARU proposal, in order to provide agility in re-
sponse to Device queries, the update history is replicated in
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all nodes in the form of a Blockchain using the RAFT con-
sensus algorithm. On the other hand, due to the considerable
size of the update files and with the objective of providing
scalability to the solution, the files are distributed among the
nodes according to demand. In this sense, the RAFT consen-
sus algorithm is also employed to synchronize a Distributed
Hash Table (DHT) that maps the location of the files on the
network.

The propagation of an update file across the network oc-
curs when a Server receives a query from a Device and ver-
ifies in its update history that it is available. At this point,
based on its DHT, the node downloads the file from a neigh-
boring Server and makes it available to the requesting Device.
Finally, the node updates the DHT to indicate itself as one of
the holders of the respective update.

In order to optimize communication between nodes, each
server maintains a list of its communication latency with re-
spect to other members of the network. This strategy aims
to enable a node, when choosing a neighbor to download an
update file, to select the one with the lowest latency and thus
reduce the time required for the download, optimizing the
use of the communication channel.

3.2 Architecture

The architecture of the SOTARU approach, illustrated by Fig-
ure 2, is executed in a distributed way by the servers that
make up the infrastructure of the update system and have
their modules detailed below.

The Website and Broker modules are responsible for creat-
ing the communication interface between the agents and the
architecture. The division into two modules aims to facilitate
device access through the use of the MQTT protocol, widely
adopted in IoT solutions due to its reduced computational
cost when compared to HTTP [Yokotani and Sasaki, 2016].
The division, however, also applies to the resources made
available, since through the Website the External Agents
have access to a series of resources such as issuing and mon-
itoring the distribution of updates, registration and listing of
consortium members and their devices, as well as such as ac-
cess to update history. Devices through the Broker have their
access restricted to monitoring and download updates.

The Authentication Module proves to be an essential el-
ement for the proposal, acting as a firewall for the archi-
tecture, this module regulates access to resources accord-
ing to the identity and permission level of the requester. In
this sense, decision-making regarding granting access is di-
rectly related to the requested resource and the Agents’ reg-
istration data stored in a distributed and decentralized way
on the Blockchain. The Blockchain together with the Up-
date Repository represent the persistence modules of the pro-
posal.

The public, sequential and immutable nature of the
Blockchain leads to its use for storing temporal events about
which there is no interest in changing [Wust and Gervais,
2018]. Therefore, in this proposal, Blockchain is used to
store both the device update history and the registration in-
formation of the consortium member manufacturers.

The storage of registration data on the Blockchain aims to
exploit its decentralized character to provide flexibility to the
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SOTARU: ARCHITECTURE
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Figure 2. Architecture of SOTARU approach

manufacturer for managing and monitoring its devices. After
all, in this scenario the manufacturer can manage its devices
not only through its server, but also through connection to
any of the network nodes, making communication possible
even when its infrastructure is unavailable. The update files,
on the other hand, if stored in the Blockchain, would be repli-
cated in all network nodes, reducing the degree of scalability
of the solution. That said, in the SOTARU approach, the
Update Repository of each member of the consortium only
stores the update files of the devices that at some point con-
nected to the server in search of Updates.

The Consensus module refers to the implementation of the
RAFT algorithm, which is used in this proposal to ensure syn-
chronization and consistency of the data stored by the net-
work. The RAFT implementation includes an election ser-
vice, used when selecting a new leader, and a replication and
synchronization service, used by the leader to synchronize
new records among the other nodes in the network.

As a operational requirement, the proposal must support
the distributed and simultaneous generation of records. How-
ever, due to the serialization and ordering characteristics of
the Blockchain, this proves to be a significant challenge. In
this scenario, RAFT provides a potential alternative through
the centralization provided by the leader’s role.

Finally, the TCP/IP module, composed of a client service
and another server, represents the connectivity layer of the
approach and allows the interconnection between the mem-
ber servers of the consortium.

3.3 Consensus Algorithm

This section presents RAFT, used in this proposal as a fault-
tolerant consensus algorithm to ensure Blockchain synchro-
nization and homogeneity.

In the state machine applied by the algorithm, the nodes
can assume three roles: FOLLOWER, CANDIDATE, or
LEADER. Prioritizing consistency at the cost of availability,
the LEADER is the node that centralizes the actions for data
replication in the FOLLOWER nodes. In its initial state, all
servers assume the role of FOLLOWERS and wait for 77, for
synchronization messages from the network LEADER.

After T}, if they do not receive APPEND ENTRIES mes-
sages, the servers enter into a new waiting process, but now

for a random time T'g, that tends to be different for each
server. The election process starts when the time min(Tg)
is reached, and the server with the shortest waiting time be-
comes a CANDIDATE by voting for itself and starting send-
ing REQUEST VOTE messages to the other members of the
consortium.

Each node votes for only one candidate in such a way that
the receipt of a number of votes greater than half of the con-
sortium members indicates the end of the election and the
definition of the new leader.

Fault tolerance is provided by the election mechanism,
which is triggered whenever the LEADER becomes inopera-
tive. With RAFT in a network with N nodes, the consensus
is reached with the failure of up to N/2 — 1 nodes. That is,
the issuance of new registrations is conditioned to the confir-
mation of at least more than half of the network members.

In the original proposal, interaction with the network is
carried out only through the LEADER. However, this central-
ization limits the network’s operating capacity. Therefore, in
this work, data reading is provided in a distributed way by the
FOLLOWER nodes themselves, while the emission nodes
act as a proxy of the connection between the manufacturer
and the LEADER.

3.4 Security Strategy

The security strategy adopted in this work, similar to the one
presented in Peter et al. [2021], aims to meet the CIA se-
curity requirements using E2EE. However, to provide data
confidentiality, the manufacturer and its devices must share
a common secret, which proves to be a high challenge in the
widely distributed context of IoT.

Therefore, in this proposal, we ensure the reliability re-
quirement by utilizing a randomly generated secret key de-
noted as R to encrypt the update content. The encrypted
Ry is then shared with devices through a metadata file
called Manifest. Additionally, the update’s integrity is main-
tained through digital signature and authentication mecha-
nisms, which rely on distributing pairs of asymmetric cryp-
tographic keys in the following manner:
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During a manufacturer’s registration, the Website module
generates a pair of public and private keys (Pg, Sg). The
publisher’s private key S is used to digitally sign the update
files and must be kept secret by the publisher. On the other
hand, the public key Pr is stored in the blockchain on the de-
vices maintained by this manufacturer and is used for authen-
tication and integrity verification of updates. However, since
Sr must remain secret to prevent malicious agents from issu-
ing updates, it was decided as a design criterion for SOTARU
not to store private keys on network servers

In the SOTARU proposal, devices that are running the
same version of an application are grouped into Projects.
This enables updates intended for a particular Project to be
directed to all devices that belong to it. The Blockchain can
be used as a means of storing and disseminating changes if
there is a need to modify the Project to which a device be-
longs. Each new Project created is also associated with a
pair of public and private keys (Pp, Sp). The Project’s pri-
vate key Sp must be installed on all devices linked to the
Project and is used to digitally sign the issuance of notifica-
tions sent to the network about the successful execution of
an update. In turn, the Project’s public key Pp is stored in
the Blockchain and allows both authenticating the messages
sent by the devices and establishing, through the Manifest, a
secret in common with the servers.

In compliance with the recommendations of the US Na-
tional Institute of Standards and Technology (NIST) [Barker
and Dang, 2015], digital signatures are issued at SOTARU
with the ECDSA-SECP256K1 algorithm, in turn, the RSA-
2048 algorithm performs the asymmetric encryption of the
key RK , and the update content is encrypted with the AES-
256 algorithm. In addition, to represent the Manifest and its
digital signature in a single message, the JSON Web Signa-
ture (JWS) standard is used [Jones et al., 2015].

4 Evaluation

This section presents the evaluation carried out on the pro-
posal of this work. For this purpose, the aspects selected for
evaluation are listed below, and the methods and tools used
in the process are detailed.

4.1 Security Evaluation

Next, the theoretical behavior analysis of the SOTARU ap-
proach is performed when subjected to cyber attacks. The
attacks, presented in the form of an attack tree by Figure 3,
were selected based on their applicability in the context of
OTA approaches [Bettayeb et al., 2019].

Compromised
OTA

Compromised

Compromised
Confidentiality

Compromised
Availability

Integrity

. Resource
“ neempRthly

Figure 3. Proposed Attack Tree

Reverse
Engineering

Denial of
Service
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In SOTARU, protection against the Replay attack is
achieved by using a sequential number that indicates the
Firmware version. In this way, the embedded system is only
updated to versions higher than the current one.

On the other hand, the guarantee of integrity and authen-
ticity of the update is a result of the digital signature and au-
thentication mechanisms used, which make the proposal safe
against Firmware Tampering attacks.

Protection against the Incompatibility attack is guaranteed
by the association between the device and the Project, more
specifically, the device only executes an update if it has been
issued for the Project to which it belongs. Due to the use of
the E2EE resource, the proposal also grants confidentiality
to the update process, which makes it safe against Reverse
Engineering attacks.

The Resource Exhaustion attack, in turn, relies on continu-
ally sending rogue updates to the device. In SOTARU, how-
ever, the authentication of the Manifest file occurs before the
download of the update, mitigating this attack.

Finally, availability and protection against network-
targeted DoS attacks are ensured by adopting a distributed,
decentralized infrastructure for storing and distributing up-
dates.

Table 2 summarizes the analysis performed comparing SO-
TARU to the other approaches proposed in the literature. It
is possible to verify that the proposal of this work simultane-
ously meets the three listed security requirements and is safe
in relation to the main applicable cyber attacks against OTA
approaches.

Table 2. Comparison of Vulnerability between Approaches
| Attacks | A1 | A2 [ A3 [ A4 | SOTARU
Replay
Tampering
Incompatibility
Reverse Engineering
Resource Exhaustion
Denial of Service ° ° .

e Vulnerable o Not Vulnerable

oO|O|e|[O|e@
O|O0O|O|O|e®
®e|O|O|O|O

Ole|e®@|O|O|O
ofo|lo|Oo|O]|O

4.2 Robustness Evaluation

The robustness assessment of the proposal was carried out
with the emulation of the SOTARU approach on a distributed
network infrastructure. For that, the CORE [Ahrenholz et al.,
2008] emulator was used as a way to explore different net-
work configurations in which the behavior of the proposed
approach is evaluated.

The topology adopted in the CORE emulations is defined
by the matrix R = F.[A;;|szn, such that S represents the
number of subnetworks, N the number of nodes of each sub-
netand A;; = (i* N)+ (j+1).

F cee .. .. Fy
Fyiq

R =

Fnis-1) Fy.s
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Considering this, to study the behavior of SOTARU on a
larger scale, simulations were conducted for networks with-
out delay, with S = 4, and with 32, 64, 128, and 256 servers.
The initialization process of these networks was then emu-
lated to record the time taken for the election to complete
and the elected node. The results for the network with 32
servers are presented in Figure 4 for the time taken to com-
plete the elections and in Figure 5 for the histogram of the
elected servers.

Il al i,
1000 2000 3000 4000 5000 6000 7000 8000 5 10 15 20 25 By
miliseconds server

Figure 4. Time of Elections Figure 5. Election - Ideal Network

Based on Figure 4, it’s possible to calculate that approxi-
mately 80% of the elections held were completed with only
one election, while less than 3% required 5 or more elections.
Furthermore, Figure 5 shows the random and therefore demo-
cratic character of the ideal network election process. After
all, the histogram obtained reflects a uniform probability dis-
tribution in choosing the leader.

Table 3, displays result of the simulations showing the av-
erage time taken for the election process to complete, as well
as the Shannon Entropy used to measure the degree of uni-
formity in the distribution of the elected servers.

Table 3. Performance Analysis on Ideal Network

l Servers | Voting Time \ Shanon Entropy
32 1.53s 3.46
64 2.34s 4.15
128 5.51s 4.85
256 30.36s 5.54

Table 3 presents that increasing the number of nodes in the
network leads to a rise in entropy. According to [Dudewicz
and Meulen, 1981], this increment indicates that the distribu-
tion’s uniformity was maintained, implying that all servers
have an equal chance of being elected as leaders. However,
it is important to note that the rise in disorder only indicates
a greater diversity of elected leaders and does not necessarily
mean a decrease in the system’s overall efficiency.

Additionally, as shown in Table 3, adding more nodes to
the network leads to an exponential increase in voting time.
This effect is caused by the competition for the leader po-
sition. As the number of nodes increases, the probability
of multiple simultaneous candidacies rises, leading to suc-
cessive votes without consensus. This situation can lead to
longer voting times and decreased system performance.

To address this issue, one potential solution is to increase
the T’z interval proportionally to the number of nodes. In-
creasing the waiting interval for the leader reduces the prob-
ability of multiple nodes initiating their candidacies simulta-
neously.
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Then, to evaluate the functioning of the approach under
more realistic operating conditions, we used latency statis-
tics from the Azure cloud service [Mahesh, 2021] to map
heterogeneous and homogeneous distributions of delays in
communication between nodes of a network.

In this scenario, the latency matrices are defined as L =
[A;j]szn, where A;; represents the latency in milliseconds
of each node based on its position in the network. The ma-
trix of heterogeneous latencies, denoted as Ly, is defined
by A;; = (i % 50) + (j * 10) and has an average latency of
170ms. Node F32 has the highest latency of 280ms, while
node F1 has the lowest latency of 60ms.

To enable comparison between the two scenarios, we de-
fine the matrix of homogeneous latencies, Lj,, as the aver-
age latency of Ly, thatis, L, = AV G(Lp.).

60 --- 130 170 170
L. — 110 Ly = 170 . S I
210 280 170 170

Subsequently, emulations of the initialization process for
these networks were performed, during which the node se-
lected as the leader was registered. As a result, Figures 6 and
7 show histograms of the servers elected in networks with ho-
mogencous and heterogeneous latency, respectively.

H 10 15 20
server server

Figure 7. Heterogeneous Latency

H 10 15 20 25 30

Figure 6. Homogeneous Latency

Based on the histogram presented in Figure 6, it is possi-
ble to demonstrate that the level of democracy in the election
process is directly linked to the homogeneity of latency be-
tween nodes. In other words, latency does not affect the elec-
tion process as long as it is consistent throughout the network.
On the other hand, Figure 7 displays an Exponential Distri-
bution, which indicates a tendency to choose nodes with the
lowest associated latency.

Therefore, it is clear that in a real network, nodes with the
lowest associated latency will have a lower average commu-
nication latency compared to other network members. Con-
sequently, they will have an advantage in the competition
for votes. This characteristic can be advantageous when con-
sidering the data synchronization stage since it can facilitate
the dissemination of updates. However, the latency imbal-
ance between network members undermines the democratic
nature of the electoral process, favoring manufacturers with
more computational resources.

Subsequently, to evaluate the proposed fault tolerance
mechanism, the behavior of the approach was analyzed in
the event of a leader failure. To accomplish this, commu-
nication between the nodes was monitored and the leader’s
failure was emulated. The result of the emulation is shown
in the timing diagram of Figure 8.
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Events on SOTARU Infrastructure
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Figure 8. Fault Tolerance Analysis

By analyzing Figure 8, it can be verified that the network
is initially in its normal state of operation with node F23 oc-
cupying the leader position, a position that is maintained by
periodically sending synchronization messages to the other
members of the network. Subsequently, the F23 node has its
state changed to OFFLINE, which prevents the node from
sending and receiving new messages.

The inoperability of the F23 node is detected by the other
servers due to the non-receipt of APPEND ENTRIES mes-
sages for a time longer than the 77, timeout. The network
manages the leader’s failure with the beginning of a new elec-
tion process, which in the presented emulation, is contested
by nodes F3 and F21 and culminates in the choice of node
F3 as the new leader.

4.3 Proof of Concept

To evaluate the interoperability of the proposal, a proof of
concept was developed in the nodes of EXEHDA, an adap-
tive, context-aware middleware based on services that aims
to create and manage an ubiquitous environment [Machado
etal., 2017].

EXEHDAcel

......

SC: Context Server
SB: Edge Server
GW-SB: Gateway

Figure 9. EXEHDA middleware

4.3.1 Device

As a device of the proposed OTA approach, the EXEHDA-
gateway node was deployed on the ESP32-DevKitC devel-
opment board, whose update flow is shown in Figure 10 and
described below.
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Figure 10. Device Update Flow

The device uses a publish/subscribe strategy to search for
updates directed to the Broker component present in one of
the consortium member servers. Once it receives the man-
ifest of a new version, the device verifies the authenticity
of the Manifest file using the Manufacturer’s public key Pp.
Then, it uses the Project’s private key Sp to decrypt the key
Sk present in the Manifest to obtain the random session key
Ry, which was previously used by the server to encrypt the
update contents.

After the successful authentication step, the device re-
quests the server to download the update files. Upon receiv-
ing the update files, the device verifies their authenticity us-
ing the Manufacturer’s public key Pr. If the authenticity is
proven, the device starts the decryption process of the update
content through the random session key Ry previously ob-
tained. At this point, based on its operational characteristics,
the device determines the most appropriate moment for the
reset and subsequent application of the update.

4.3.2 Manufacturer

To compose the proof of concept, four EXEHDAbase node
were instantiated to represent the manufacturers. Then, each
Manufacturer was associated with a project and an EXE-
HDAgateway node with the purpose of reflecting the devices
to which the updates are intended.

Subsequently, four updates were issued, two for the same
Project. With the objective of evaluating the synchroniza-
tion process carried out by the leader, during the emissions
of the last two updates, two manufacturers are disconnected
from the network. Consequently, a consensus is reached only
among the servers that remained online, generating desyn-
chronization of Blockchain.

Figure 11 shows the server tab that registers the subse-
quent moment in which one of the servers is reconnected and
is in the process of synchronization. This tab allows the user
to verify network’s synchronization of Blockchain.
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5 Conclusions

This work addressed SOTARU, an OTA approach based on
resource sharing among embedded manufacturers. The ob-
tained results allow to conclude that the proposal is viable
in the widely heterogeneous context of IoT, meeting the re-
quired security requirements of OTA approaches and being
robust and reliable even when used in high latency networks.

The fault model adopted in the conception of SOTARU al-
lows servers in the consortium to experience inactivity con-
cerning the consensus algorithm used, but it is not intended
for them to act maliciously. Therefore, as a direction for
future work, we suggest studying consensus algorithms that
also support tolerance to Byzantine faults.

Furthermore, as a contribution to the EXEHDA middle-
ware, it is understood that SOTARU represents a strategic
effort to advance the use of middleware in interdisciplinary
demands involving real-world users.
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