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AbstractWith the increasing adoption of electric vehicles worldwide, some limitations have emerged in their usage.
The main limitations include low autonomy and a scarcity of charging points. In this work, we describe a software
architecture for planning a stop at charging stations along a trip, by prediction of battery charge to be spent along the
path. We describe the main components of this architecture and evaluate regressionmethods for the car consumption
prediction module. We also use a real dataset built from an electric vehicle usage to validate the architecture concept
and its viability analyzing multiple linear regression machine learning models. To further validate the architecture,
we make comparisons between simulated and real trips.
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1 Introduction

The electric cars usage in the world has rapidly grown in the
last decade and could represent 13% of the world car fleet in
2030, with an average growth of 36% per year between 2019
and 2030 [Gorner, 2020]. However, even with tax over au-
tomotive vehicles exemption or reduction in some countries
(like Brazil) and discount on the import tax of electric vehi-
cles, largely used strategies to accelerate the adoption [Ali
and Naushad, 2022], the high cost of acquisition has been
preventing its widespread adoption [Velandia Vargas et al.,
2020]. Companies such as Ambev, Coca-Cola and JBS have
been using the distribution fleet electrification to achieve car-
bon footprint reduction goals. It is expected that by 2040,
about 85% of the fleet of cars per application will be elec-
tric [McKinsey, 2023]. Reducing the negative environmen-
tal impact per capita of cities is a key objective of SDG 11
(Sustainable Development Goal 11 - Sustainable cities and
communities) and the recharge planning of electric vehicles
in long-distance trips can be an important factor to encourage
more people to adopt electric vehicles.

Another common problem with the large-scale adoption
of electric vehicles is the recharges and low autonomy prob-
lems [Lebrouhi et al., 2021], such as: (i) high frequency of
recharges, due to the limited capacity of the batteries; (ii)
long wait to recharge, typically 30 minutes to 2 hours; (iii)
recharge peaks, as there are more popular times to recharge,
such as lunch breaks and others. In Brazil, it is also important
to highlight the limited supply of public electric stations on
roads and cities, as shown inFigure 1. In part, it happens due

Figure 1. EV charging infrastructure in Brazil in April, 2024. Source:
Available at https://www.plugshare.com. Accessed on 04/02/2024

to the fact that only in June 2018ANEEL1 published a resolu-
tion giving permission to commercial exploitation of electric
vehicle supply [Velandia Vargas et al., 2020]. In other coun-
tries, similar issues with the charging infrastructure exists, as
we can observe in Italy, which lacks investments in Southern
regions, shown in Figure 2. Turkey’s deficiencies in the ex-
isting charging infrastructure is illustrated in the density map
in Figure 4, and in Figure 3 we can see the same problem of
poor distribution of stations in Australia.
For these reasons, the correct autonomy prediction and the

consequent recommendation of charging stations along the
way is one of the approaches to partially solve some of these
problems [Alanazi, 2023]. Indeed, one of the most important

1Brazilian National Electric Energy Regulator.

https://orcid.org/0000-0003-1534-3148
mailto:marceloreis@pucpcaldas.br
https://orcid.org/0000-0002-7811-2374
mailto:celso@pucminas.br
https://orcid.org/0009-0008-1004-2972
mailto:teixeira@pucpcaldas.br
https://orcid.org/0000-0002-3164-8323
mailto:humberto@pucminas.br
mailto:humberto@pucminas.br
https://www.plugshare.com


Using Electric Vehicle Driver’s Driving Mode for Trip Planning and Routing do Reis et al. 2024

Figure 2. EV charging stations’ locations in Italy, as shown in Noussan
[2020], Fig. 2

Figure 3. EV charging infrastructure in Australia in April, 2024. Source:
Available at https://www.plugshare.com. Accessed on 04/02/2024

factor that can influence the autonomy prediction is the driv-
ing manner [Delnevo et al., 2019]. How a person drives a ve-
hicle is a complex concept that can be defined as the way the
driver operates the vehicle’s control in the context of driving
and external conditions. The characterization of the way of
driving can be decisive for a series of situations, such as pre-
dicting dangerous behaviors, avoiding traffic accidents, and
others [Fugiglando et al., 2018]. From now on, we call way
of driving as drivability.
There are works predicting the consumption or autonomy

of electric vehicles using telemetry data and physics formu-
lation [Bailey et al., 2022], regression algorithms [Chandran
et al., 2021] or deep neural network [Adedeji and Kabir,
2023]. Other articles focuses on the driving mode versus fuel
economy relation [Stanton and Allison, 2020], while several
papers studies diverse ways of driving [Siami et al., 2020].
In this paper, we propose a system architecture that makes
use of a motorist type classifier and a model for autonomy
prediction. We use telemetry data to determine and classify
drivers by their driving style and to forecast the energy con-
sumption of each leg of a trip. Our goal is to make the predic-
tion considering the type of driver and the context data of the

Figure 4. EV charging stations density map of Turkey, as shown in Gönül
et al. [2021], Fig. 8

segment. In this way, it is possible to recommend charging
stations along the route, considering the calculated ranges, to
offer a better experience to the driver. Although there are pro-
prietary applications, such as Tesla’s and Volvo’s, this work
describes an open architecture, with API that can be used by
more popular vehicles and integrated with existing applica-
tions, such asWaze and Google Maps.

Thus, we propose a system capable of predicting the auton-
omy of electric vehicles and allow recommendation of charg-
ing points. Moreover, (a) we assess whether the proposed ar-
chitecture meets the purpose of proposing charging stations
along a trip; (b) we identify a very suitable Machine Learn-
ing algorithms to predict the range of electric vehicles; and
(c) we incorporate the drivability and travel context evidence
into selected recommendation strategies. This approach dif-
ferentiates our method from other studies that typically ad-
dress only individual aspects of SOC prediction, consump-
tion forecasting, or driving pattern analysis.

After analyzing real data collected directly from an elec-
tric vehicle, we used k-means to classify the drivers and also
verified some regression methods that obtained satisfactory
results to predict the amount of battery energy consumed
in travel segments. The Random Forest Regressor method
obtained an absolute average error of 0.249 pp. Therefore,
through the routing application, it is possible to predict the
autonomy of a projected trip, using the consumption forecast
section by section. In addition, based on the calculated range
and the route traced, we propose to recommend charging sta-
tions.

The remainder of this paper is organized as follow. Sec-
tion II describes several works in order to verify how the
problems of classification of the driving style and prediction
of autonomy of electric vehicles are being solved. Section
III presents a summary of the main technologies used in the
project. The proposed architecture is presented in the Section
IV, also describing how the main modules work. In Section
V, we present the methodology used in the evaluation of the
modules. Section VI presents the preliminary results, with
the data currently collected. Finally, Section VII discusses
future works and the conclusion.

https://www.plugshare.com
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2 Related Work
Many papers have studied predicting the energy consump-
tion of electric vehicles and estimating battery SOC (State
of Charge). Chandran et al. [2021] used features extracted
from the battery with various machine learning algorithms
to estimate the SOC. Another paper included those features
along with the instantaneous speed and vehicle mileage [Ad-
edeji and Kabir, 2023] as input to a deep neural network to
estimate the SOC.
Several articles have linked driving mode to fuel economy,

either to indicate to the driver the most economical mode
[Stanton and Allison, 2020], or to analyze the impact on fuel
consumption at a macro level [Ping et al., 2019]. Regarding
battery power savings, Huang et al. [2020] proposed a model
using LSTM, and Chen et al. [2019b] used a neural network
algorithm to relate driving mode and battery consumption.
Additionally, Tiwary et al. [2022] study the impact of driving
patterns on energy consumption, while Goujon et al. [2022]
analyze eco-driving, defined as driving intentionally to econ-
omize energy expenditure.
The work presented on Bolovinou et al. [2014] analyzes

how altitude loss or altitude gain data on a route influence
the prediction of the range of electric vehicles. Another
article uses Federated Learning to average various neural
network and linear regression models [Thorgeirsson et al.,
2021]. And Bailey et al. [2022] use telemetry data to predict
electric vehicle’s autonomy. Finally, Tran et al. [2023] used
road characteristics, like elevation, plus the air conditioning
expenditure, to improve the accuracy of the SOC estimation.
However, they did not take into account diverse ways of driv-
ing.
There are several papers on the identification of driving

mode. One paper identified 29 different driving styles in a
database of 2,500 drivers, classifying them based on teleme-
try data [Siami et al., 2020]. In Fugiglando et al. [2018], a
modified K-means algorithm is used to classify drivers with
bad habits. Models using CAN or OBDII network data, in-
cluding a re-samplingmethod to reduce the amount of data in
order to classify drivers, have also been described in several
papers [Fugiglando et al., 2018; Chen et al., 2019c,a; Ping
et al., 2019; Krishnamurthy et al., 2019]. Complex networks
of past behaviors have also been used in the identification of
dangerous drivers [Aiyitibieke et al., 2019] and other tech-
niques detecting abnormal behavior [Jia et al., 2020].
Another work compares machine learning algorithms for

driving pattern discovery, notably Random Forest [Chen
et al., 2019c]. This paper and others detail and evaluate the
most used metrics [Chen et al., 2019a] or among 51 features
[Chen et al., 2019c], or specific ones such as brake pedal
pressure [Delnevo et al., 2019].
In these several studies of characterization of drivability,

several machine learning techniques were used, from Deep
Learning [Sama et al., 2020], convolutional neural networks
[Jia et al., 2020], recurrent neural networks [Li and Kang,
2020], K-Means [Fugiglando et al., 2018], Spectral Cluster-
ing [Chen et al., 2019c], or other new approaches [Siami
et al., 2020; Krishnamurthy et al., 2019; Ping et al., 2019;
Liu et al., 2019].
Some papers have also been published that use pattern

recognition methods to classify driving modes, such as ar-
tificial neural networks and random trees [Krishnamurthy
et al., 2019], K-means [Warren et al., 2019; Liu et al., 2019],
and deep neural networks [Sama et al., 2020] and combined
techniques such as Kohonen maps, convolutional neural net-
works and Long short-term memory [Jia et al., 2020] and
autoencoder [Siami et al., 2020].
In Table 1 we briefly point out the differences between

several recent studies and ours. None of these previous
works proposes a complete architecture. In our previous
work [dos Reis et al., 2023] (in Portuguese), we presented
an architecture that integrates: (a) a driver classification al-
gorithm dividing them by driving mode, using features ex-
tracted from telemetry data, with (b) a linear regression al-
gorithm to determine consumption section by section, taking
into account the type of driver and the trip context data, to de-
termine (c) the range and recommend charging stations along
the journey. In this paper, we extend the results by testing
with a dataset with more drivers.

3 Supporting Technologies
For the proposed architecture, we use several technologies
integrated into modules and we use telemetry data in classifi-
cation and regression algorithms to predict battery consump-
tion and autonomy. The main technologies are described be-
low.

3.1 Telemetry
With the increase in the fleet, the usage of telemetry data
from electric vehicles can be an important source of data to
determine the way of driving, to predict how energy is ex-
pended and to predict the vehicle’s autonomy. The CAN net-
work (Controller Area Network) is a high-speed serial bus
system common in embedded systems. It is a technology
widely used in modern vehicles from the adoption of various
micro-controllers, such as electronic injection, ABS and oth-
ers. Through this bus, the data of acceleration, speed, odome-
ter, pressure on the accelerator pedal and other data of elec-
tric vehicles are obtained [Fugiglando et al., 2018].
This data can be transmitted over the Internet, through

a communication protocol. With the increase in the usage
of cell phones, the need for standardization of communica-
tion protocols arose, culminating in the specification of GSM
(Global System for Mobile Telecommunications). Further-
more, with the need for data transmission and access to the
Internet, the GPRS (General Packet Radio System) protocol
arises, specifically for connecting to the Internet [Halonen
et al., 2004]. By using GPRS, available in 3G and 4G cover-
age areas, it is possible to cover almost all Brazilian cities and
44.2%, which corresponds to 55,711 km, of their highways,
according to ANATEL2’s infrastructure data panel [ANA-
TEL, 2022].

2Brazilian National Telecommunication Regulator.
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Table 1. Comparative analysis of recent works on SOC (State of Charge) prediction

Ref Telemetry
data

Trip
context
data

Drivability Consumption
prediction Method Route

planning

[Adedeji and Kabir, 2023] yes no no yes ANN no
[Tran et al., 2023] yes yes no yes Mathematical yes
[R et al., 2023] yes no no yes LTSM no
[Adedeji, 2023] yes no no yes ANN no
[Liu et al., 2022] yes yes yes yes ANN no
[Mashkov and Karova, 2023] yes no no yes Mathematical no
[Kocaarslan et al., 2022] yes yes yes yes Mathematical no
[Tiwary et al., 2022] yes* no yes no - no
[Goujon et al., 2022] yes yes yes yes Mathematical no
[Wei et al., 2022] yes yes no yes Mathematical no

[Hong et al., 2020] yes yes yes yes LTSM and
Regression Models no

[Paul et al., 2023] yes yes no yes LTSM, DNN, CNN and
Regression Models no

[Bailey et al., 2022] yes yes no yes Mathematical yes
this paper yes yes yes yes Regression Models yes

Figure 5. Proposed system architecture - ArchDriva
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3.2 Classification
To classify drivers by driving mode, we propose an unsuper-
visedmethod of clustering data analysis. Using unsupervised
clustering methods, we can determine which parameters are
more suitable to identify groups from the analyzed data [Ara-
bie et al., 1996].
The accuracy of clustering methods deeply depends on the

number of groups and features. In addition, the number of
analyzed features influences in the groups characterization,
increasing or decreasing the number of needed classes for
differentiation. Also, having few groups may result in very
generic groups with few similarities, but many groups would
make the model very complex and computationally expen-
sive. Finding the right number of groups and features, with-
out losing information, has already been the subject of study
[Fugiglando et al., 2018; Rodriguez et al., 2019] and is one
of future goals.

3.3 Regression
We use linear regression algorithms to determine the behav-
ior of a dataset and extrapolate output values based on the
input data. We seek to find a correlation between the inde-
pendent variables and the results. Multiple linear regression
algorithms are an extension of the simple linear regression
model, where multiple prediction variables are used for only
one outcome of a continuous set [Eberly, 2007].
To forecast of consumption, we propose to use a multiple

regression algorithm, using travel context data, section by
section, with its consumption and type of driver. And, based
on this information, predict the consumption and autonomy,
for that type of driver, for the next calculated stretches.

4 The Architecture
Our proposed architecture comprises multiple integrated
components and processes collaborating to provide charging
station recommendations. These components include both
in-vehicle elements and cloud-based functionalities, as illus-
trated in Figure 5, with arrows denoting the flow of informa-
tion between them. Importantly, all these components are
designed to be modular, ensuring ease of replacement as re-
quired.
Figure 5 also shows the monitoring hardware consisting

of an equipment developed by a research team of PUCMinas
(our University) to capture, through the CAN network and its
own sensors, the necessary telemetry data. This equipment
collects the data and sends it to a MQTT Broker, through a
GPRS connection (1), over the Internet. The MQTT broker
receives this telemetry data (1) and transmits it to its sub-
scribers (2). The MQTT subscriber receives messages warn-
ing of the data change and reads it (2), writing it to a Database
(3).
In the pre-processingmodule, the collected data, read from

the database (4), identified with the respective drivers, are
grouped, normalized, re-sampled and completed. The fea-
tures are extracted in the feature extraction process, consist-
ing of two sets: (i) features to classify drivers, like (a) throt-
tle and break pedal pressure; (b) speed; (c) inclination; (d)

acceleration; and (ii) features to linear regression, which con-
sists of analyzing the data (5) of each trip, extracting, in
ten-kilometer windows: (a) vehicle; (b) driver; (c) average
speed; (d) altitude variation; (e) use of air conditioning; (f)
economy mode; (g) consumption.
Also shown in Figure 5, the driver classification process

reads data from table of features (6), limited to a maximum
period of one year and, using K-Means algorithm, groups
drivers into driver’s classes. In the training stage, the re-
gression model is trained with data from the features table,
through data-flow (7), to forecast consumption, generating
and saving a model (8), which calculates the energy con-
sumption in that stretch, according to the type of driver and
the data of the trip context, such as altitude variation, speed,
air conditioning usage and economy mode. The Machine
Learning Model is called directly by the API and receives:
(a) driver identification and (b) trip data, section by section,
and returns all sections to the API, with their respective con-
sumption.
This Web API is used by a mobile application that traces

the route according to the user’s starting point and the cho-
sen destination. This application can use one route API to
determine the data from the stretches as accurately and with
the greatest possible sampling. This API receives route in-
formation and driver identification (9). The driver’s class is
determined by consulting the table in the database (10), ac-
cording to the classification of drivers. Then, the model is
called with the driver classification and trip data, returning
the consumption estimate section by section (11). The User
Application is responsible for connecting the driver to the
vehicle and its main function is to trace the travel route and
recommend stops for recharging along the way.

4.1 Pre-processing
Data pre-processing is performed once a day, analyzing the
data stored from the previous day and saving the processed
data to the database. For this processing, some considera-
tions were made:

1. each trip consists of a collection of chronologically se-
quential data, from the same vehicle and the same driver
on the same day.

2. the beginning and end of each trip are marked when the
speed is zero and the brake and accelerator pedal are not
pressed, indicating car at rest.

3. when a trip comprises more than one day, it is separated
into more than one trip.

4. every one-minute period with no data, a new trip is also
considered, as it is not feasible to check the missing val-
ues.

4.2 Features
With the analysis of this data, we verify the best features to
identify driving patterns, with respect to instantaneous bat-
tery consumption. Some metrics used in the classification of
drivers are acceleration, inclination, speed, and pedal posi-
tion, among others.
In order to identify these patterns, as it is not possible to

define the number of classes or which drivers will be of each
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class a priori, we used an unsupervised classification learning
techniques, K-means. In this paper, we used 4 classes and the
following features:

• AX, AY and AZ: the acceleration in each axis, given in
g-force;

• GX, GY and GZ: the inclination in each axis, in º/s;
• BRK: position of the break pedal;
• ACC: position of the throttle pedal;
• SPD: instantaneous velocity, in meters per second.

Figure 6. Forces acting on a vehicle moving up a grade, as in Akl et al.
[2019], Figure 1

We created another set of features for use in estimating
consumption, based on the type of driver and the trip context
data. In Akl et al. [2019], the forces acting on a moving car
are described, as seen in Figure 6. Thus, the force necessary
to propel the car at a given moment is calculated by

Ft = Faero + Fr + Mvg sin α (1)

where; Mv , g and α are the vehicle mass, gravitational ac-
celeration and the slope of the road, respectively. The air
drag resistance force, Faero, is correlated to speed [Hucho
and Ahmed, 1998] and the gravity force applied depends on
the inclination of the slope.
In addition, electric vehicles have an economy mode,

which works opposite to sport mode on regular cars, spend-
ing less energy when switched on. Besides that, the main
auxiliary energy burner is the air conditioning system, which
drains energy directly from the battery. The energy is drained
a in

Es = Et + Ea (2)

where; Et and Ea is the energy necessary to generate Ft

through a given time (Et) and the energy spent on auxiliary
systems on the same time (Ea). Based on that, we selected
some features that might have influence on energy consump-
tion.
These features are described below, along with how they

are calculated, for each ten-kilometer stretch:

• DIST: travelled distance in kilometers;
• VEIC: vehicle identification - each vehicle has its char-
acteristics and battery charge capacity;

• COND: identification of the driver’s class - for each
class, there is a way to drive, more or less economical,
depending on the route data;

• VARALT: altitude variation in the section in meter per
meter - calculated as the difference in altitude at the start
and end of the section divided by its size in meters;

• SPD: average speed in the segment, in meters per sec-
ond - calculated as the distance covered in the segment
by the time spent;

• ARC: use of air conditioning in the section - 0 for off
and 1 for on - intermediate values indicate the percent-
age of use in the section;

• ECO: use of economymode in the section - 0 for off and
1 for on - intermediate values indicate the percentage of
use in the section;

• CONS: percentage of battery consumed in the section,
with an accuracy of 0.5 pp, as informed by the vehicle.

4.3 Driver Classifying
It consists of reading the data from table (6) of features, for
a maximum period of one year, generating histograms of 10
equally divided bins, for each driver and vehicle. We used
the conversion of values into histograms to reduce the num-
ber of values of each feature, aiming to simplify the process-
ing of the classification model, without losing important in-
formation, as in Fugiglando et al. [2018].
Using the histograms of each driver as input, an unsuper-

vised classifier groups the drivers into classes, saving the
driver and class tuples in a database table (6).
According to Alpaydin [2020], one of the most used clas-

sification algorithms is K-Means, which is an unsupervised
method of classification and grouping of data that analyzes
the distribution of data and identifies centroids to generate
groups with similar characteristics.
Typically, K-Means input parameters are: an integer k,

representing the number of classes, and a sample x = x1, x2,
..., xn. Thus, the clusters are decided by randomly generat-
ing centroids and choosing the closest centroid for each xi.
Next, the center of each cluster is calculated and it is verified
whether each object remains closer to these new centroids, re-
peating these steps until there is convergence. Each element
in the sample can have one or more features that characterize
the element.

4.4 Training
Using the data from the features table (7), replacing the
driver’s identification for his class, a model is generated,
through multiple linear regression, to forecast consumption,
section by section. This model analyzes, according to the
type of driver and the data of the trip context, such as altitude
variation, speed, air conditioning use and economymode, the
percentage of battery used in that segment. Adding up the
cost section by section, we have the percentage value of bat-
tery used in the total journey.
This model is saved as a file in the cloud (8) for use in

forecasting consumption section by section and this training
can be carried out daily or at longer intervals according to
the available computational resources.

4.5 Machine Learning Model
The model is called directly by the API (11) and receives:

• The driver’s identification
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• Trip data, leg by leg

This module loads the linear regression model saved from
the “Training” module and, for each segment of the input, the
model predicts the consumption in that segment, according
to the class of the driver. All snippets, with their respective
consumption, are returned to the API (11).

4.6 Web API
The API is used by a mobile application that traces the route
according to the user’s starting point and the chosen destina-
tion. This application can use a routes API to determine the
data from the stretches as accurately and with the greatest
possible sampling. This API accepts route information and
driver identification (9) and, as illustrated in Algorithm 1,
returns the consumption of each leg.

alt← Input.start.altitude;
class← get_class(Input.driver)

for leg in Input.path do
if leg.varalt is None then

leg.varalt← (leg.end.altitute−
alt)/legdist.distance/1000;

end
cons← model.predict({class, leg.speed,
leg.varalt, Input.airconditioning,
Input.economode});

alt← leg.final.altitude;
leg.consumption← cons ∗ distance;

end
Algorithm 1: Predicting battery consumption

To call this routine, you can access the following endpoint:

POST / p r e d i c t

Here’s an example request:

{
"cond": 1,
"arc": 1,
"eco": 0,
"inicio": {

"lat": -21.799384,
"lon": -46.597957,
"alt": 1314

},
"caminho": [

{
"final": {

"lat": -21.7920362,
"lon": -46.5937391,
"alt": 1292,

},
"veloc": 7.222,
"dist": 1.3,
"varalt": 0,
"gasto": 0

}, ...
]

}

This function returns the original object while populating
varalt and gasto with the altitude variation and fuel con-
sumption of each leg, respectively. The legs of the path are
provided within the caminho array, where each leg includes
the final coordinate (final), average speed (veloc), and
length (dist).
The driver’s class is determined by consulting a database

table (10) that contains driver classifications. Subsequently,
the model is invoked with both the driver’s classification and
trip data, generating a consumption estimate for each section
of the trip (11). This estimate is then relayed to the User
App (12) for journey planning and recommendations regard-
ing recharging stops.

4.7 User Application
This application is responsible for connecting the driver to
the vehicle. It also has the function of tracing the travel route,
starting from the selected origin and destination, and recom-
mending stops for recharging along the way.
After the route is traced by a trip routing API, as in Al-

gorithm 2, the segments data and the driver are passed to
the Web API (9), which returns the expected expenditure of
the route (12), to support the recommendation of recharging
stations.

5 Methodology
To evaluate this architecture, we used the telemetry data from
a real electric vehicle. These data were collected in October
2023, through an ANEEL R&D, which acquired the vehicle
for DME Distribuição S.A. (DMED).
We developed a device to capture, through the CAN net-

work, the following telemetry data: (a) Instantaneous speed;
(b) State of charge - % of electric vehicle battery; (c) Odome-
ter; (d) Engine voltage; (e) Engine current; (f) Tilt of the
accelerator pedal; (g) Brake pedal tilt; (h) Air conditioning
(on/off); (i) Economy mode (on/off); (j) Expected autonomy.
In addition to these data, the equipment also provides

GPS data, such as: (a) Positioning (latitude and longitude);
(b) Electric vehicle tilt (gyroscope); (c) Acceleration (ac-
celerometer); (d) Altitude; (e) Date; (f) Time.
This equipment collects the data and sends it to an MQTT

Broker, through a GPRS connection, that reads and saves to a
database. The collection routine continuously generates data
at a frequency of two or three seconds between each collec-
tion.

5.1 Dataset
In our data collection study, we enlisted the participation of
nine drivers to traverse the same round-trip route connect-
ing Poços de Caldas, MG, and São João da Boa Vista, SP.
This route spans approximately 76 kilometers in length and
exhibits a notable altitude variation of approximately 550me-
ters, visually represented in Figure 7, using OpenStreetMap3.
Thus, the database is composed of 24,277 telemetry

records, collected in October 2023. After pre-processing, the

3Available at https://www.openstreetmap.org/
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steps← gmap.directions(Input.start_coord,
Input.end_coord);

lat← −1;
long ← −1;
elevation← −1;
for step in steps do

points← step.points;
distance← step.distance;
duration← step.duration;

elevations←gmaps.elevation_along_path(points);

speed← distance/duration;

for coordinate in elevations do
if lat ̸= −1 or long ̸= −1 then

step_distance←
geopy.distance((lat, long),
(coordinate.latitude, coordinate.longitude)
).km;

valalt = (coordinate.elevation−
elevation)/step_distance/1000;

data← data.append({step_distance,
Input.driver, speed, varalt,
Input.airconditioning,
Input.economode});

end
lat← coordinate.latitude;
long ← coordinate.longitude;
elevation← coordinate.elevation;

end
lat← −1;
long ← −1;
elevation← −1;

end
Algorithm 2: Sample algorithm for application, using
Google Maps API

Figure 7. Travel round-trip route - 76 km - OpenStreetMap

resulting dataset consisted of 24,113 records, with 696.4 km
of travel recorded, divided in 9 identified trips, as detailed in
Table 2. Table 3 show the dataset summarized by the econ-
omy mode and the air conditioning status.

Table 2. Trips after pre-processing

Driver Distance Bat. Discharge Avg. Speed
#1 76.4 km 36.0% 57.96 km/h
#2 75.8 km 37.5% 63.46 km/h
#3 76.3 km 46.0% 64.07 km/h
#4 76.0 km 35.5% 57.07 km/h
#5 68.9 km 24.0% 55.03 km/h
#6 76.0 km 33.0% 53.08 km/h
#7 76.2 km 38.0% 53.92 km/h
#8 76.2 km 35.5% 53.62 km/h
#9 19.3 km 12.5% 55.23 km/h

Table 3. Dataset after pre-processing

Economy Mode Air Conditioning Number of Records

on on 364
off 721

off on 10,518
off 12,510

With data from ten-kilometer stretches, the feature extrac-
tion phase extracted 5,285 records. To extract the stretches
and maximize the number of records to improve the regres-
sion model, we use windows of 10 km for each 0.1 km vari-
ation of the same trip, overlapping 99% of each window, as
shown in Figure 8. We have chosen 10 km for the window
size to have relevant battery discharge and 0.1 km because
that is the minimum step in the car odometer available from
sensor.

Figure 8. Moving window with 10 km length and 99% overlap

6 Evaluation
After conducting the driver classification routine, we ended
up with four distinct classes into which the drivers were clus-
tered, as depicted in Figure 10, where drivers #2 and #3 are
highlighted. The number of clusters was determined empiri-
cally based on the patterns of drivers who accelerate or brake
too quickly or too slowly. The histograms of ACC, BRK, and
SPD for drivers #2 and #3 are presented in Figure 9.
In Figure 11, we present scatter plot of each feature

against consumption per kilometer. We can observe that
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Figure 9. Histograms of ACC, BRK and SPD for drivers #2 and #3

Figure 10. K-means Clustering

driver in class #1 spends more per kilometer and has the
higher average speed of all. We can also see that the alti-
tude variation has the highest correlation, with mild average
speed correlation. Air conditioning and economode usage
correlations are inconclusive, as class #1 used air condition-
ing almost all the time and class #3 no time.
We evaluate the proposed architecture verifying ten ma-

chine learning techniques for continuous function multiple
regression: RandomForest Regressor (RFR), Support Vector
Regression (SVR), Linear Regression (LR), Ridge Regres-
sion (Ridge), Lasso Regression (Lasso), Elastic Net Regres-
sion (ENR), K-Neighbors Regressor (KNR), Decision Tree
Regressor (DTR), Ada Boost Regressor (Ada) and Gradient
Boosting Regressor (GBR). For all these regressors we use
the default hyperparameters of the scikit-learn package, ex-
cept for n_estimators in the Random Forest and ADA Boost,
which we used 500, instead of 100. Also in SVR, we used the
rbf kernel. The initial evaluation of the techniques took place
through 10-fold cross-validation. The indicator used in this
first evaluation was the mean absolute error (MAE), with its
standard deviation. For each technique, data from four differ-
ent situations were evaluated: (a) without driver information
or trip context, only average speed, (b) only driver informa-
tion and average speed, (c) only trip context information, and
(d) with driver information and travel context. The results of
the ten techniques are presented in Table 4.
Considering that the battery charge is obtained in steps of

0.5 pp., we evaluated that the methods that had an average
error below this value are good candidates. In this table, we

observe that the RFR and DTR methods obtained better re-
sults in relation to themean absolute error, indicating an error
of 0.196 with a standard deviation of 0.012 and 0.198, with a
standard deviation of 0.018 respectively, for the case where
all features were used in the regression.
When analyzing the results, we also observed that the in-

clusion of travel context data significantly reduces the mean
absolute error, indicating that the use of these data improves
the prediction made by the model. Including the identifica-
tion of the conductor, a decrease in error is also noted, but in
a less significant way. If only average velocity data are used,
the model has similar errors across the different models, but
more than doubles the 0.5 pp. accuracy of the battery charge
meter.
From this analysis, we applied the Bootstrap re-sampling

method 1,000 times, in the dataset (d), to measure the mean
error of the population. For this stage, the methods best
placed in the previous evaluation (RFR and DTR) were
tested. The results are shown in Figure 12 and Figure 13.
Considering the 95% confidence interval, the mean absolute
errors of the methods were 0.238 to 0.260 and 0.239 to 0.282,
respectively. The calculated errors are still smaller than the
order of magnitude of the battery charge measurement and
indicate the RFR method as the best method to predict the
consumption.
In the final phase of our study, we conducted a compre-

hensive comparison between the actual energy consumption
of each trip and the predicted consumption generated by the
regressor. The results of this comparison are presented in
detail in Table 5.
In this extended study, we aimed to not only validate the

performance of our machine learning model but also to mit-
igate overfitting by incorporating external data for predic-
tions. Specifically, we utilized route calculations and alti-
tude data fromGoogle Maps API to predict battery consump-
tion. This approach helps ensure that the model’s predic-
tions are generalizable and not overly tailored to the training
data. This phase aimed to assess the accuracy of the predicted
consumption versus the real consumption recorded for seven
drivers. Two drivers were not considered as their telemetry
data was not complete.
Each driver’s route was mapped and the consumption was
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Figure 11. Consumption per kilometer x (VARALT, SPD, ARC and ECO)

Table 4. Medium absolute error and standard deviation.

(a) (b) (c) (d)
Random Forest Regressor 1.990 ± 0.066 1.682 ± 0.061 0.287 ± 0.016 0.196 ± 0.012
Support Vector Regression 1.999 ± 0.069 2.002 ± 0.060 2.005 ± 0.067 1.990 ± 0.065
Linear Regression 2.110 ± 0.069 2.106 ± 0.067 0.691 ± 0.026 0.691 ± 0.026
Ridge Regression 2.110 ± 0.069 2.106 ± 0.067 0.998 ± 0.048 0.994 ± 0.046
Lasso Regression 2.102 ± 0.074 2.102 ± 0.074 2.102 ± 0.074 2.102 ± 0.074
Elastic Net Regression 2.103 ± 0.072 2.103 ± 0.072 2.103 ± 0.072 2.103 ± 0.072
K-Neighbors Regressor 2.092 ± 0.101 1.594 ± 0.052 1.103 ± 0.062 1.144 ± 0.049
Decision Tree Regressor 1.999 ± 0.068 1.808 ± 0.067 0.299 ± 0.025 0.198 ± 0.018
Ada Boost Regressor Regressor 2.020 ± 0.053 1.999 ± 0.046 0.722 ± 0.029 0.641 ± 0.013
Gradient Boosting Regressor 1.940 ± 0.062 1.777 ± 0.042 0.474 ± 0.019 0.360 ± 0.018
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Figure 12. MAE Random Forest Figure 13. MAE Decision Tree

Table 5. Comparision between real and predicted consumption

Driver Real discharge Predicted discharge Difference
#1 36.0 38.1 +2.1
#2 37.5 36.5 -1.0
#3 46.0 44.4 -1.6
#4 35.5 36.3 +0.8
#5 24.0 25.4 +1.4
#6 33.0 33.8 +0.8
#7 38.0 39.8 +1.8
#8 35.5 35.8 +0.3
#9 12.5 10.3 -2.2

calculated based on the distance, altitude and estimated travel
time provided by the Google Maps API. The differences be-
tween the actual consumption and each prediction method
were analyzed to determine the accuracy and reliability of
the predictions, as shwon in Table 6.

Table 6. Comparision between real and predicted consumptionwith
Google API route information

Driver Real discharge Predicted discharge Difference
#1 36.0 33.7 -2.3
#2 37.5 33.5 -4.0
#3 46.0 37.9 -8,1
#4 35.5 33.4 -2,1
#6 33.0 30.2 -2.8
#7 38.0 35.6 -2.4
#8 35.5 31.8 -3.7

To further analyze the discrepancies and understand the
underlying causes, we divided the route into 18 stretches and
analyzed the time each stretch took to accomplish. We com-
pared these times with the actual time taken by each driver.
The analysis is summarized in Table 7, showing the relation
between the predicted and actual times for each leg.
We found that the variations in time taken for each stretch

by different drivers significantly influenced the prediction
accuracy. These time differences affect the average speed,
which is a critical factor in predicting battery consumption
accurately.
To address this, we adjusted our prediction model to ac-

count for the actual times taken by drivers on each stretch,
using a factor ki,j for each leg i and driver j. By incorporating
these adjustments, we observed a significant improvement
in the prediction accuracy. This suggests that considering
the individual driving patterns and the specific time taken on
each segment can lead to more precise predictions of battery
consumption, as we can see in Table 8.
Furthermore, to show the versatility of our API for integra-

tion with third-party applications, our research involved the

Figure 14. Simulated travel route - 104 km - User App MOV+, displaying
autonomy prediction (Cálculo de Autonomia), final battery charge (Bateria
Final) until target, 12%, and the nearest charging station (i.e., Eletroposto
PUC), at 34%

utilization of a User App prototype called MOV+. This inno-
vative tool empowered us to offer valuable recharging station
recommendations proactively, well before the battery charge
level reaches a critical 34%, as depicted in Figure 14 (Note:
The figure is in Portuguese).

7 Conclusion
With the increasing adoption of electric vehicles (EVs)
worldwide, challenges related to limited driving range and
charging infrastructure are becoming more pronounced. Ac-
curate range prediction and strategic charging point recom-
mendations are essential for enhancing the EV user experi-
ence.
Our proposed architecture addresses these challenges by

leveraging telemetry data to classify drivers based on their
driving behavior and analyzing trip segment data to predict
energy consumption and range, to help applications to sug-
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Table 7. Comparison of leg completion times between Google predicted and driver’s actual times

Leg Google Driver #1 Driver #2 Driver #3 Driver #4 Driver #6 Driver #7 Driver #8
1 3.00 4.07 2.67 4.42 5.33 3.92 8.40 4.60
2 3.00 5.05 3.17 4.33 3.28 3.35 4.30 3.38
3 4.00 2.68 2.78 2.48 3.37 3.12 3.48 2.73
4 5.00 3.92 3.73 3.25 3.82 4.35 4.07 4.27
5 6.00 4.68 4.37 3.82 4.80 5.27 4.55 5.35
6 10.00 9.05 7.60 7.70 11.08 10.33 11.25 9.48
7 4.00 3.23 4.73 4.20 3.45 7.02 3.30 4.03
8 5.00 5.32 6.83 5.33 4.40 5.60 4.67 5.33
9 4.00 4.27 4.18 3.97 3.80 4.52 3.70 4.02
10 5.00 3.93 3.85 3.22 3.67 4.63 3.25 3.67
11 4.00 4.12 3.27 3.47 4.02 3.53 4.60 3.93
12 3.00 2.78 2.38 2.70 2.68 3.03 2.75 2.57
13 10.00 8.87 7.63 6.68 7.77 9.15 8.27 7.95
14 6.00 4.40 4.25 3.65 4.73 4.67 4.70 4.82
15 5.00 3.77 3.65 3.15 3.90 4.23 3.98 4.68
16 4.00 3.75 2.40 3.85 3.95 3.85 2.98 3.62
17 2.00 1.97 1.15 1.37 1.75 1.55 2.25 1.68
18 3.00 2.68 2.52 3.43 3.60 3.28 3.83 3.13
Total 86.00 78.53 71.17 71.02 79.40 85.40 84.33 79.25

Table 8. Comparision between real and predicted consumption, us-
ing factor ki,j along the route

Driver Real discharge Predicted discharge Difference
#1 36.0 36.9 +0.9
#2 37.5 37.1 -0.4
#3 46.0 44.4 -1.6
#4 35.5 35.8 +0.3
#6 33.0 31.2 -1.8
#7 38.0 38.9 +0.9
#8 35.5 33.8 -1.7

gest optimal charging stops along the route. Machine learn-
ing techniques are employed for driver classification and con-
sumption prediction models.
Our analysis reveals that the Random Forest regression

method can effectively predict battery consumption for a
given trip segment when driver and contextual data are avail-
able. Routing applications provide crucial information such
as altitude variations and average speed, while additional
data like driver behavior, air conditioning usage, and econ-
omy mode settings are inputted via an app. The primary ob-
jective of this study—to validate the proposed architecture’s
feasibility — was achieved.
Our findings indicate that prediction accuracy is heav-

ily dependent on data precision. For instance, with battery
charge variations as small as 0.5 percentage points (pp), a
mean absolute error of 0.249 pp is deemed acceptable. How-
ever, there is potential for further accuracy improvements. A
significant discrepancy was noted between estimated and ac-
tual travel times, impacting average speed and subsequent
consumption predictions.
In conclusion, our research underscores the importance of

considering individual driving styles and contextual factors
in developing reliable battery consumption predictive mod-
els. We identified the necessity of applying a correction fac-
tor to the average speed of each significant trip segment. This

factor, termed ki,j, represents the ratio of actual average speed
to that predicted by routing applications.
Additionally, expanding the dataset to include more in-

stances of economy mode usage — currently less than 10%
of the total dataset — could enhance prediction precision.
Future work should explore whether K-Means is the opti-

mal algorithm for classifying driving modes and determine
the ideal number of driver classes, given the limited driver
data in this study. Further investigation is needed to assess
the impact of dataset time intervals on regressionmodel train-
ing, as the collected data spans a limited period. Examining
additional contextual factors such as temperature, travel time,
and geographic coordinates may also improve consumption
forecasts. Finally, further studies should explore the relation-
ship between the ki,j factor and driver behavior.
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