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Abstract E-commerce platforms are constantly evolving to meet the ever-changing needs and preferences of online
shoppers. One of the ways that is gaining popularity and leading to a more personalised and efficient user experience
is through the use of clustering techniques. However, the choice between clustering algorithms should bemade based
on specific business context, project requirements, data characteristics, and computational resources. The purpose
of this paper was to present a quality framework that allows the comparison of different clustering approaches,
taking into account the business context of the application of the results obtained. The validation of the proposed
approach was carried out by comparing three methods - K-means, K-medians, and BIRCH. One possible application
of the generated clusters is a platform to support multiple variants of the e-commerce user interface, which requires
the selection of an optimal algorithm based on different quality criteria. The contribution of the paper includes the
proposal of a framework that takes into account the business context of e-commerce customer clustering and its
practical validation. The results obtained confirmed that the clustering techniques analysed can differ significantly
when analysing e-commerce customer behaviour data. The quality framework presented in this paper is a flexible
approach that can be developed and adapted to the specifics of different e-commerce systems.
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1 Introduction

In the rapidly evolving realm of e-commerce, where millions
of products and services are just a click away, consumer at-
tention and loyalty is becoming one of the most important
goals to achieve. The era of one-size-fits-all user interfaces
(UI) and generic shopping experiences is giving way to a new
paradigm called personalisation. E-commerce personalisa-
tion is more than a marketing approach. It is a dynamic and
data-driven strategy that is revolutionising the way online re-
tailers interact with their customers and refers to the selection
of content based on customer characteristics to improve busi-
ness results for an e-commerce platform [Aksoy et al., 2023].
The origins of this concept can be traced back to the end
of the 20th century, when online shops took their first steps
in presenting product recommendations to customers. The
simple algorithms used initially were replaced over time by
more complex solutions based on machine learning and arti-
ficial intelligence methods. Technological advances in data
collection and processing have also been significant, mak-
ing it possible to collect and analyse huge amounts of cus-
tomer data. This data included not only purchase history, but
also click patterns, search queries and demographic informa-
tion. The ability to harness this data has played a key role
in e-commerce personalisation efforts. Of particular impor-
tance has been the growth in the use of advanced algorithms
to interpret and respond to user behaviour. Such solutions
make it possible to predict customer preferences and make
real-time decisions about content and UI adjustments. More-
over, different aspects of personalisation can induce cogni-
tive and hedonic user experiences when interacting with web-

sites, which in turn generate satisfaction and influence the
user’s decision to revisit the personalised website [Desaid,
2019].
One of the oldest techniques for individualising user target-
ing in e-commerce is segmentation, which involves dividing
a visitor base into distinct groups based on different char-
acteristics and behaviours. This allows companies to better
understand their customers and tailor marketing strategies,
product offerings and experiences to each segment’s unique
needs [Camilleri, 2017]. The segmentation is based on the
information collected, which may come directly from the
users or be collected indirectly as a result of them using the
webshop pages. Depending on the data, segmentation can
be based on demographics (age, gender, income, education),
geography (location, climate), behaviour (purchase history
and frequency, website decisions, loyalty), technology (de-
vices and software used), psychology (lifestyles, personali-
ties) or channel (online, mobile, retail, business-to-business,
business-to-consumer) [Dolnicar et al., 2018]. Customer seg-
mentation using clustering - a data-driven approach to group-
ing customers into clusters based on similarity of attributes
or behaviour - has also grown in popularity over the past few
years [Gomes and Meisen, 2023]. When using clustering for
customer segmentation, it’s important to assess the quality
of the resulting clusters, validate them against business ob-
jectives, and continually monitor and update the segments as
customer behaviour evolves [Punhani et al., 2021].
Existing personalisation solutions in e-commerce focus on
product recommendations [Xiao and Benbasat, 2007], which
influence the design of the user interface, but only to a very
limited extent [Kopel et al., 2013]. Fully adapting the de-
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sign of the layout to the characteristics and behaviours of cus-
tomers is a much more difficult process and therefore much
less widely used [Wasilewski and Przyborowski, 2023]. For
this reason, there is a lack of in-depth analysis of clustering
methods that are worth implementing for the delivery mech-
anism of personalised web shop designs. However, in order
to identify the optimal clustering method under specific busi-
ness conditions, it is necessary to identify the factors that de-
termine the results obtained and may represent potential lim-
itations to their practical application [Faraone et al., 2012].
Customer segmentation for the personalisation of the e-
commerce user interface should take into account three main
aspects to assess the suitability of the algorithm for specific
business needs. They include: the resources required, the
context-free quality of the clustering and the convergence of
the characteristics of the clusters obtainedwith the specificity
of serving a dedicated e-commerce user interface. It should
be noted that the choice of evaluation criteria may vary de-
pending on the specific application of clustering [Gomes and
Meisen, 2023]. As the choice of segmentation method is crit-
ical to the business effectiveness of each type of solution, a
multi-dimensional review of the similarities and differences
between possible approaches can significantly influence the
perception of the quality of the overall comprehensive solu-
tion. The research discussed in this paper has focused on
three algorithms, K-means, K-medians, and BIRCH, on the
basis of which a practical application of the proposed qual-
ity framework for comparing clusteringmethods is presented.
The choice of these methods was not arbitrary. Two of them
(K-means andK-medians) are classified as partitioningmeth-
ods, and the similarity of their names can sometimes lead to
the conclusion that the results obtained from their applica-
tion will also be similar [Gomes and Meisen, 2023]. Both
are also commonly used to segment e-commerce customers.
Therefore, their comparison will identify aspects where the
chosen algorithms are indeed similar and where they differ,
while validating the proposed approach itself. In addition, a
third clustering technique, BIRCH, was included in the study.
It is categorised as a hierarchical method and its use allowed
a broader verification of the proposed quality framework.
The main contributions of this paper include (1) the proposal
of a quality framework (taking into account the proposed
context-aware metrics) that allows the comparison of cluster-
ing methods in a specific business application, (2) the eval-
uation of metrics that can be used to assess the quality of
clustering results, and (3) the analysis of selected algorithms
based on experimental studies and aggregation of partial re-
sults. Two approaches tomulti-criteria decisionmaking have
been proposed and used - simple ranking analysis and TOP-
SIS (Technique for Order Preference by Similarity to Ideal
Solution) [Hwang and Yoon, 1981].
The paper is structured as follows. Section 2 provides an
overview of the research work related to clustering applica-
tions in e-commerce and a description of the three algorithms
selected for in-depth study. Section 3 presents an extended
description of the problem, its business relevance, and the
proposed quality framework. Section 4 describes the experi-
mental study, its results and lessons learned. Section 5 con-
cludes the paper and gives directions for further research.

2 Literature review

Clustering is proving to be a valuable tool in the e-commerce
industry, providing businesses with insights and opportuni-
ties to improve the customer experience, optimise operations
and increase profitability. By organising data into mean-
ingful clusters, e-commerce companies can make more in-
formed decisions, ultimately contributing to their success
in a highly competitive marketplace. Clustering methods
are used in various areas of e-commerce such as customer
segmentation, product recommendations, inventory manage-
ment, fraud detection, market trend analysis, personalisation
and more. This section provides an overview of selected
work related to clustering applications in e-commerce and
gives an overview of the algorithms that have been used in
experimental studies.
The most common application of clustering algorithms in e-
commerce is their use for customer segmentation. In con-
trast to traditional segmentation based on decision rules (rule-
based segmentation), it can be referred to as clustering-based
segmentation [Nurma Sari et al., 2016]. This approach is
useful when hidden patterns need to be discovered or when
data segmentation criteria are not well established. It can be
particularly suitable for exploratory analysis, or when look-
ing beyond pre-defined rules. Different approaches to seg-
mentation using clustering methods can be found in the lit-
erature. These include the analysis of relatively simple data
sets, such as purchase data [Wu and Chou, 2011], as well as
extensive behavioural data covering the entire customer ac-
tivity of an online shop [Su and Chen, 2015]. When consid-
ering the specifics of serving dedicated user interfaces, the
latter application is particularly noteworthy. In this case, the
analysis should also cover the entire history of the customer’s
activity, sometimes referred to as the clickstream. This can
be most simply defined as a sequence of clicks made by a
user [Wang et al., 2017], but in practice it can be interpreted
differently. In some applications, it may be limited to log-
ging the pages users visited, the time spent on each page,
how they arrived at the site and where they went next [Albert
et al., 2010]. More broadly, this may include recording all
activities performed by a visitor, such as links, buttons and
images clicked, pages viewed, forms submitted and other ac-
tions taken on the website or application. It may also include
information about the user’s device, location and referral
sources [Koehn et al., 2020]. It should be noted that the effec-
tive operation of personalisation technology in e-commerce
today depends on the usefulness of personalised recommen-
dations and on consumers’ privacy concerns or preferences
in trading personal information [Song et al., 2021]. Cus-
tomers are increasingly aware of the rules governing the col-
lection of behavioural data. In addition, legislation (partic-
ularly in the European Union) and market trends (minimis-
ing the importance of third party cookies) mean that the col-
lection of behavioural data, which is critical for advanced
customer segmentation, requires additional effort. In some
applications, the privacy issue can be circumvented by us-
ing information that customers voluntarily provide in the
system, such as adding online reviews [Wu and Liu, 2020].
The use of generative artificial intelligence in personalisation
should also not be overlooked, as it has both potential and
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risks [Ooi et al., 2023]. The problem of segmentation using
clustering algorithms is also the subject of research in logis-
tics, including e-commerce logistics [Wasilewski, 2019]. It
can be used to analyse historical data such as order history,
product attributes, delivery routes, etc., and the result can be
the optimisation of various functional aspects. Examples of
these include the creation of efficient distribution routes, tak-
ing into account delivery and customer satisfaction [Zheng
et al., 2023], solving a two-stage location routing problem in
last-mile delivery [Amini and Haughton, 2023], improving
cross-docking functions [Amna Altaf and Lecoutre, 2023],
and dynamic container drayage booking and routing decision
support [Chen et al., 2023]. It should be noted that while
some publications approach the topic more generally, focus-
ing on the development of frameworks using clustering in
areas such as returns handling [Nanayakkara et al., 2022] or
supply chain management in general [Mashalah et al., 2022],
there are also descriptions of clustering applications in logis-
tics in the direct context of e-commerce [Hjort et al., 2016].
Among the clustering algorithms used in practice to seg-
ment e-commerce customers, K-... (e.g., K-means, K-
medoids, K-medians) methods can be distinguished by popu-
larity [Gomes and Meisen, 2023]. In addition to its frequent
use in typical tasks leading to customer segmentation [Guo
and Altrjman, 2022; Li et al., 2022; Solichin and Wibowo,
2022; Zhao et al., 2021], K-means approach can be employed
inmore detailed applications. It has been used to process data
containing relationships between three sets of data: event
type, products and categories, and has allowed some limita-
tions to be identified [Tabianan et al., 2022]. Another study
showed that a K-means based solution allows consumers to
dynamically adjust their preferences and combine informa-
tion from different sources to identify products that are over-
priced or otherwise dominated by competing alternatives [Pa-
pamichail and Papamichail, 2007]. It is also possible to use
this clustering method effectively for the analysis of social
e-commerce data, for which traditional user classification
methods are not suitable [Cui et al., 2021]. This hypothesis
is in line with the findings of other studies [Shen, 2023]. K-
means is sometimes used to analyse customer satisfaction in
e-commerce [Zare and Emadi, 2020], which is particularly
important as the trends and developments move towards a
customer-centric market [Meena et al., 2023]. This approach
can also be used when segmenting e-commerce customers by
their communication channel (desktop versus mobile) [Ra-
jput and Singh, 2023]. Another interesting and promising
area of research where this algorithm can be applied is in
the area of consumption behaviour of e-commerce customers.
This feature engineering approach has led to the clustering
of customers into four categories (’iron powder customers’,
’general customers’, ’develop customers’ and ’zombie cus-
tomers’) and has made it possible to assess their relevance
to the company [Zhang et al., 2022]. This algorithm can
also be used with classic customer segmentation approaches
such as the RFM (Recency, Frequency, Monetary Value)
model to recommend relevant marketing strategies for the
e-commerce industry [Ma, 2022]. However, K-means appli-
cations are not limited to analysing consumer behaviour, but
can also be useful in segmenting business partners working
together in a B2B model [Punhani et al., 2020].

Another popular centre-based clustering algorithm is K-
medians. The main difference is that the centre is determined
by the median, unlike K-means where the centre is deter-
mined by the mean. K-medians is also sometimes used in e-
commerce applications. It can be used to segment customers
based on transactional data, with promising results in terms
of the proportion of cluster sizes generated [Maulana et al.,
2023]. An example application is also the streaming fraud
detection solution, where the approach is used for a cache
of frequently used subgraphs [Nguyen et al., 2023]. Another
example of the use of K-medians clustering for predictive rat-
ing is the proposal for an online book recommendation sys-
tem [Okon et al., 2018]. It is also possible to find applications
of K-means and K-medians within the same research, for ex-
ample in the clothing industry [Tsao et al., 2023] and B2B
(Business 2 Business) customer service [Tsao et al., 2022].
However, when choosing an algorithm for e-commerce ap-
plications, it is important to remember that K-medians may
be less efficient than K-means in terms of convergence speed,
especially on large datasets [Han et al., 2024].
The BIRCH (Balanced Iterative Reduction and Clustering us-
ing Hierarchies) algorithm is sometimes used for customer
segmentation [Fontanini and Abreu, 2018] and it is most of-
ten one of the techniques compared in specific applications.
An interesting perspective on the comparison of different
clustering methods in e-commerce is presented by John et al.
[2023]. Based on methods: K-means, the Gaussian Mix-
ture Model (GMM), Density-Based Spatial Clustering of Ap-
plications with Noise (DBSCAN), Agglomerative Cluster-
ing and BIRCH, it was found that the best results (as mea-
sured by the Silhouette Score value) were given by GMM.
However, it is worth noting that the conclusions were based
on only one indicator of context-free clustering quality, ig-
noring other indicators in this group and not taking into ac-
count computational complexity and business context suit-
ability. Slightly different results were obtained when com-
paring the BIRCH, Agglomerative Clustering, K-Means and
DBSCAN algorithms for customer segmentation [Sahinbas
and Catak, 2022]. The results of these studies showed that
all approaches gave almost the same clustering results, but
DBSCAN proved to be the best in terms of Silhouette value.
The K-means, BIRCH and DBSCAN algorithms were also
compared for recommending films based on customer feed-
back [Nawara and Kashef, 2021]. In this case, the factors
considered were MAE (Mean Absolute Error), RMSE (Root
Mean Square Error) and computed time, which is an attempt
at multi-criteria analysis. Multi-criteria clustering quality
comparisons were also performed for DBSCAN, K-means,
Mini Batch K-means and Mean Shift [Hicham and Karim,
2022]. Adjust Rand Index (ARI), Normalised Mutual Infor-
mation (NMI), Dunn’s Index (DI) and Silhouette Score were
used as criteria for differentiation, but all refer to context-free
quality.
An analysis of the literature shows that comparative studies
of clustering methods used in e-commerce focus on context-
free metrics that apply regardless of the business use of clus-
ters. However, when selecting an algorithm for customer seg-
mentation, other aspects need to be taken into account, both
in terms of business context and computational complex-
ity (which has a direct impact on the computing resources
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Table 1. Key differences between K-means, K-medians and BIRCH
[Han et al., 2011; Dasgupta et al., 2020]

Differentiating
factor

K-means K-medians BIRCH

objective minimise the sum of the
squared distances (Eu-
clidean distances) between
data points and the centroid
of their assigned cluster

minimise the sum of the
absolute deviations of data
points from their respective
cluster medians

to build a compact summary
of the dataset by recursively
clustering data points into
smaller and denser clusters
while maintaining the global
structure of the data

representation each cluster is represented
by the mean (centroid) of the
data points belonging to that
cluster

each cluster is represented
by the median of the data
points belonging to that clus-
ter

clusters are represented us-
ing a hierarchical tree struc-
ture, and each non-leaf node
in the tree represents a clus-
ter

outliners sensitive to outliers as mean
is affected by extremes, re-
sulting in biased clusters

more robust to outliers than
k-means since it minimizes
the sum of absolute devia-
tions, which is less sensitive
to extreme values

relatively robust to outliers
due to its ability to incremen-
tally merge clusters and con-
struct a hierarchical struc-
ture

comprehensibility lack of a specific, real ref-
erence point in the cluster,
which makes it difficult to in-
terpret the clusters

depends on the representa-
tion of centroids, cluster size
and shape

influenced by its hierarchi-
cal structure

used). For this reason, the lack of comprehensive analyses of
the various factors influencing the final choice of clustering
method can be considered a research gap. Accordingly, this
paper addresses this issue by defining a quality framework
based on different decision criteria and by applying it in an
experimental study comparing three clustering algorithms.

3 Problem statement

3.1 The importance of context-aware cluster-
ing

Clustering is an important machine learning technique used
to group data points into clusters with similar characteris-
tics. Among the various clustering algorithms, the K-means,
the K-medians, and BIRCH approaches are the commonly
used. The first two centroid-based approaches have much in
common, but there are also important differences between
them [Dasgupta et al., 2020; Sihombing, 2021]. The third
technique belongs to the group of hierarchical methods [Lor-
beer et al., 2017] and, for this reason, significant differences
in results should be discernible in experimental studies. The
main differences between described algorithms are shown in
the Table 1. Such a selection of clustering methods will al-
low the verification of the quality framework for both similar
and significantly different techniques.
An additional motivation for the study is the importance of
the datasets characteristics and the context in which cluster-
ing is applied. None of the existing comparisons of the three
methods explicitly address the clustering of e-commerce cus-
tomers on the basis of their complex behaviour. Meanwhile,
this issue is important from the perspective of personalisa-
tion, which has become one of the major trends in recent

years, setting new standards in customer communication.
One way to personalise is to offer multi-variant user inter-
faces in the web shop. This is a move away from the one-
size-fits-all approach to tailoring the content and design of-
fered to the behaviour, choices or preferences of the visitor.
A comprehensive solution for the design and delivery of
dedicated UI variants (Figure 1) requires the implementa-
tion of many functions, and one of the key elements is the
segmentation of customers according to their characteris-
tic e-commerce behaviour. The overall framework and po-
tential business benefits have been outlined in other stud-
ies [Wasilewski, 2024], but the issue of selecting a clustering
method is an additional challenge. In order to group the users
of an online shop so that the resulting clusters of customers
can be applied and served with a dedicated user interface, a
decision has to be made about the clustering method. On
the one hand, it is a choice between different clustering ap-
proaches and, on the other, the choice of a specific algorithm
and its parameters. An analysis of the prevalence of practical
applications of the various methods and comparative studies
allows a preliminary selection of potentially suitable solu-
tions, but does not always provide a clear answer which is
optimal for a specific business application. This may be due
to differences in the business context and structure of the data
analysed, as well as in the research approach itself.
Taking these factors into account, an attempt was made to
compare the results of implementing three clustering meth-
ods - K-means, K-medians, and BIRCH - for generating clus-
ters of e-commerce customers to be served with dedicated
user interface variants. The analysis covered three aspects
that can significantly influence the decision to choose a par-
ticular algorithm - the consumption of computing resources,
the quality of clustering and the degree to which the require-
ments arising from the business context are met.
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Figure 1. Functional framework for multi-variant e-commerce user interfaces [Wasilewski, 2024].

Clustering is generally a time-consuming and computation-
ally intensive operation. This is one of the main limitations
of the technique. Computational complexity should always
be taken into account when choosing an algorithm, but even
between algorithms of similar complexity there may be dif-
ferences due to the specifics of the data being processed, the
implementation of the algorithm, or the initial parameters set.
In the case of the K-means and K-medians algorithms, the-
oretically there should be no significant differences in clus-
tering time and resource consumption, but empirical verifica-
tion allows this hypothesis to be tested. The BIRCH method,
on the other hand, is expected to use resources differently
from the two centric-based techniques.
Cluster qualitymeasures are used to assess the quality of clus-
ters produced by various clustering algorithms. By measur-
ing factors such as cluster separation, cohesion and compact-
ness, these metrics help to quantify how well a clustering
solution performs. Commonly used clustering quality indica-
tors are Silhouette Score, which measures the separation be-
tween clusters, Davies-Bouldin Index, which quantifies the
average similarity between each cluster and its most similar
cluster, and Calinski-Harabasz Index, which measures the ra-
tio of between-cluster variance to within-cluster variance. A
comparison of the values of these indices for the algorithms
tested allows a context-free evaluation of the clustering re-
sults. The results obtained can support the recommendation
of one of the methods, but also show the relationships be-
tween the main initiating parameter (the number of clusters)
and the evaluation of the clustering quality.
The business context of the clustering application is an im-
portant but often underestimated factor in the choice of ap-
proach to be implemented. In this case, there are no common
metrics that can be used explicitly. In order to compare meth-
ods, it is necessary to look at the specifics of the business
and the way clusters are applied. From an economic point
of view, the key limitation is the number of clusters. Given
that there should be a dedicated UI variant for each cluster,
it should be assumed that there will not be too many, as each
additional one means additional design and implementation

costs. The next requirements are indirectly related. Firstly,
the resulting clusters should contain a minimum reasonable
number of webshop customers (defined as a relative or ab-
solute value), since given the percentage of returning users,
with clusters of small size the dedicated UI variant will be
used sporadically. Secondly, the clusters should be as sim-
ilar in size as possible, so that all the prepared UI variants
are served with similar frequency. This requirement is par-
ticularly important if a self-adaptation mechanism for the UI
is to be implemented, because the speed of obtaining feed-
back from customer behaviour and decisions will determine
the tuning time of the system. As there are no studies that
address the suitability of the clustering results for applica-
tion in the described business context and with the resulting
structure of the customer behaviour datasets, for the evalu-
ation of all methods, dedicated indicators were defined and
the conclusions were based on them. This set of decision fac-
tors is one of the aspects of the novelty of the research that
is described in this paper.
The final decision on the choice of a particular clustering
method should be the result of an analysis of all the aspects
mentioned. Some of the requirements should be hard con-
straints (e.g. clustering time, resources consumed, number of
clusters, minimum size of the smallest cluster), disqualifying
combinations of methods and starting parameters that do not
meet them. In turn, the second set of requirements, applied
to the other clusterisation options, should allow a compara-
tive analysis of the obtained values of the selected indicators,
with defined priorities.
In order to systematise a comparative study of the three exem-
plary clustering algorithms, the quality framework has been
proposed. It takes into account the aspects described above,
which affect the overall evaluation of the analysed options.
An experimental study was carried out to validate this pro-
posal and verify its practical suitability, taking into account
the quality metrics included in the framework.
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Figure 2. Context-aware quality framework for clustering algorithms.

3.2 Description of the method

The core of the proposed approach for comparing cluster-
ing algorithms for e-commerce customer segmentation is the
quality framework that contains a set of characteristics and
metrics to quantify them (Figure 2). This concept is consis-
tent with typical software quality models such as ISO/IEC
9126 [Al-Kilidar et al., 2005] or ISO/IEC 25010 [Estdale and
Georgiadou, 2018].
Resource usage
Three main characteristics are included in the framework,
which group togethermetrics that describe the partial (related
to a specific characteristic) quality of clustering.
Characteristics refer to the resource consumption during the
clusterisation. Computational complexity is an intrinsic
property of any algorithm and is one of the key features con-
sidered when selecting a clustering method. It translates into
the size of the datasets that can be processed, so it cannot be
neglected in the proposed quality framework.
It is important to note the practical aspect of this characteris-
tic. The possible use of a clustering algorithm takes place in a
specific computing environment, which can be dimensioned
by the available RAM, number of processes and threads, and
disk resources.
For typical servers, these resources are usually difficult to
increase when clustering becomes too computationally de-
manding. It requires changing components (for on-premises
solutions) or changing vendor contract terms (for virtual
servers), which is neither logical nor simple if clustering is
infrequent and the additional resources would not be used
most of the time. The solution may be to use scaled cloud re-
sources, but even these have their limitations. The main one
is the cost of the resources used, and some algorithms can
consume huge amounts of resources when working on large
datasets. This means that the costs associated with clustering

can rise rapidly, especially if no quota limits are set.
In terms of resource consumption, algorithms that produce re-
sults quickly, using less memory or processor power, should
be considered better. Therefore, some metrics have been pro-
posed to quantify this clustering quality attribute, allowing
direct comparisons between algorithms (Table 2).
The choice of metrics for comparing clustering algorithms
should depend on the availability of resources and the re-
source provisioning model. In the case of servers with fixed
available resources, the CD metric should be critical, as it
allows the selection of a less time-consuming and therefore
less resource-intensive approach. TheCPUU andMEMU
metrics, on the other hand, are important for algorithms
with high computational complexity or large amounts of pro-
cessed data. The use of all available resources during cluster-
ing (indicator values close to 100%) means that there may be
problems with the performance or even reliability of the so-
lution. When comparing different algorithms, choose those
that do not require the use of all available resources. CC is
important when using resources where the cost is determined
by usage, such as cloud servers. In such cases algorithms
with lower clustering costs should be preferred.
Context-free quality
Context-free quality indicators for clustering methods are a
well-studied area for comparative analysis of different algo-
rithms. Some of the most common examples used in practice
are included in the proposed quality framework (Table 3), but
this list is not closed and can be freely extended.
Two aspects of the use of classical context-free clustering
quality metrics in the described approach are worth noting.
First, the IDB metric has been introduced, which is the in-
verse of the DB metric. The purpose of this operation is
to make the interpretation of the results obtained more con-
sistent. For metrics other than DB, a higher value implied
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Table 2. Resource usage metrics
Metric Description Interpretation Comments
Clustering Duration
(CD)

Time required for clus-
terisation, excluding pre-
processing time.

The shorter the time
needed for clusterisation
the better.

in seconds

CPU Usage
(CPUU )

Maximum consumption of
available processor comput-
ing resources during cluster-
ing.

The lower the maximum
processor resources the
better.

percentage

Memory Usage
(MEMU ) e

Maximum consumption of
available memory resources
during clustering.

The lower the maximum
memory consumption
the better.

percentage

Clustering Cost
(CC)

Cost of performing cluster-
ing, paid to the server service
provider.

The lower the clustering
costs the better.

in currency

better clustering, and with the IDB metric it is possible to
take advantage of the DB metric while interpreting the re-
sults in a consistent manner.
The second issue concerns the comparability of the values
of the quality indicators. With the exception of the SS met-
ric, which always gives results between -1 and 1, the values
of the other metrics are generally unpredictable (although al-
ways positive, which is a simplification). Therefore, they can
be standardised by dividing the calculated value of a metric
by the maximum value of that metric. An example of the
application of this approach is the selection of the optimal
number of clusters (the value of the parameter k). Once the
clustering simulations have been carried out for different k,
the results can be standardised to bring them into the same
range (e.g. from 0 to 1 or from 0 to 100). Thus processed,
the values of the different metrics of context-free clustering
quality can be aggregated to a single indicator, e.g. by apply-
ing weights.
Business context quality
Business context metrics can be used to assess the usefulness
of clustering results in practical applications. In the case of
e-commerce customer segmentation, several key character-
istics can be identified that may influence the perception of
this aspect of clustering quality (Table 4).

CSI = CSmax − CSmin

CMmax
(1)

where: CSmax - size of the most numerous cluster, CSmin

- size of the least numerous cluster

The proposed metrics aim to quantify aspects of segmen-
tation that allow the generated customer groups to be used to
design dedicated and tailored user interface variants for them.
For this reason, the main constraints related to the number
and size distribution of the outcome clusters.
Serving multi-variant UIs is based on the concept of present-
ing specific groups of clients with versions of the layout that
are specific to them. The modifications prepared for them
should be based on the characteristics that differentiate the
behaviour of users from various clusters and the similarities
between clients placed in the same cluster.
In this approach, the number of clusters is therefore crucial.
It should represent a compromise between the desire for the

best possible personalisation (which points towards as many
clusters as possible, up to so-called hyper-personalisation,
which can be interpreted as one-element clusters and serv-
ing each customer a unique UI variant) and economic ratio-
nality (which points towards several clusters, as each vari-
ant represents an additional cost). From a business point of
view, it can be assumed that it makes sense to prepare a ded-
icated UI variant if the number of customers (cluster size)
that can be served by it is sufficiently large. The acceptance
threshold can be defined in absolute terms (number of cus-
tomers in the cluster) or relative terms (percentage of the to-
tal customer population) and depends on individual business
preferences. In general, it can be assumed that the higher
the threshold is adopted, the smaller the number of outcome
clusters will be. To measure this aspect of clustering quality,
a metric KMAX has been proposed, which represents the
highest number of clusters k where the smallest cluster has
a size above the assumed threshold. When comparing differ-
ent clustering algorithms, the one with the higher KMAX
should be considered the better one, as it offers the possibil-
ity to serve more dedicated UI variants.
The next two proposed metrics relate to the distribution of
cluster sizes. From a business perspective, one should aim
for a situation where the resulting clusters are of similar size.
This issue can be considered in two ways - the difference
between the size of the largest and smallest cluster, and the
standard deviation (or variance) of the size of the clusters.
The first is addressed by the introduced metric CSI , which
is calculated from the size of the smallest and largest cluster.
The second is the standard deviation (SDC). As mentioned
above, the size of the clusters depends on the number of clus-
ters adopted, so the use of these two metrics to compare clus-
tering algorithms should be for the same value of k.
The metrics presented here allow an assessment of the busi-
ness context quality of clustering, but obviously do not
exhaust all aspects related to customer segmentation in e-
commerce. The proposed framework can be extended in the
future to include additional metrics that take into account
other needs arising from other applications of clustering al-
gorithms. The initial selection of metrics was linked to the
business needs of a specific practical application - serving
dedicated UI variants to e-commerce shop customers.
A separate issue is the aggregation of the sub-scores and the
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Table 3. Context-free quality metrics
Metric Description Interpretation Comments
Silhouette Score
(SS) [Rousseeuw,
1987]

A measure of the degree of
cohesion and separation of
data points within clusters.

A negative score indicates that
the datapoint has probably been
misclassified. Scores near 0 in-
dicate that the data points are at
or near the dividing line. The
more the score is greater than 0,
the better grouped the data point
is, and its distance to the points
of its assigned cluster is less than
its distance to the points of the
nearest neighbouring cluster.

the score ranges
from -1 to 1

Calinski-Harabasz
Index (CHI) [Calin-
ski and Harabasz,
1974]

A measure of how similar an
object is to the cluster it be-
longs to, compared to other
clusters.

A higher value is indicative of
better clustering, as this means
that the data points are better
distributed across a cluster than
within a cluster.

Dunn Index
(DI) [Dunn, 1973]

A measure of the compact-
ness of clusters (intra-cluster
similarity) and the separa-
tion between clusters (inter-
cluster dissimilarity).

A higher value indicates better
clustering.

Davies-Bouldin In-
dex (DBI) [Davies
and Bouldin, 1979]

A measure of the compact-
ness and separation of clus-
ters in a clustering result.

The lower the index value,
the better the clustering per-
formance, as inter-cluster
separation increases and intra-
cluster variation decreases.

Inverted Davies-
Bouldin Index
(IDBI)

The inverse of the DBI in-
dicator, for easier interpreta-
tion of the results.

The higher the index, the better
clustering.

resulting decision on the choice of clustering method. There
are a number of approaches to making a decision based on
multi-criteria analysis. For the purposes of this study, two
of these were selected and applied - simple ranking and the
TOPSIS method. The results were used to evaluate the dif-
ferent clustering methods and to interpret the results. In addi-
tion, the use of aggregation methods allows the sensitivity of
the proposed quality framework to be verified. Based on the
indicators describing the clustering, it is possible to see how
the final results are influenced by individual quality charac-
teristics. This part of the study was limited to the TOPSIS
method and examined what the ranking of clustering meth-
ods would be if only context-free metrics were used (which
is the most popular approach in the literature) and what the
changes would be if performance metrics were also included.
Finally, these results were compared with a recommendation
based on the whole framework (including context-based met-
rics) and conclusions were drawn.

4 Experimental study
The purpose of the experimental study was to validate the
proposed clustering quality framework and to compare the
three algorithms in terms of their suitability for generating
groups of customers to be served a dedicated UI variant.
Experimental studies were carried out on separate datasets

containing the customer activity history of two online shops.
The data collected included all actions taken by users andwas
therefore in the form of a clickstream and the collection pro-
cess used a combination of two tools - Google Tag Manager
(GTM) and a customised version of the Matomo system. A
total of 512,355 customer sessions from the first store (146
days in a medium-sized e-shop, Dataset A) and 532,576 cus-
tomer sessions from the second store (9 days in a large e-shop,
Dataset B) were collected and used as a learning dataset for
the clustering methods studied. Clustering was carried out
using a server with the following hardware parameters:

• CPU: AMD Ryzen 5 3600 6-Core Processor,
• RAM: 128 GB DDR4,
• Disk: 2 x 1024 GB NVMe SSD,
• Connection: 1 GBit/s port.

The servers were not loaded with other services at the time
of the study.

4.1 Methodology
The first part of the research involved the collection of data
on customer behaviour and decisions. These were organised
in a structured form and included the following information:

• session - session’s ID,
• userId - customer’s unique ID,
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Table 4. Business context quality metrics
Metric Description Interpretation Comments
Maximum k
(KMAX)

The maximum number of
clusters (k) at which the size
of the smallest cluster ex-
ceeds an accepted threshold
value (thl).

The higher the value, the
better.

The threshold value thl
can be set absolutely (as
the number of users in
the cluster) or relatively
(as a percentage of the
population of clustered
users).

Cluster spread index
(CSI)

A measure of the spread of
cluster sizes.

The lower the value, the
better.

Equation 1

Standard deviation of
clusters (SDC)

Standard deviation of clus-
ter sizes, whichmeasures the
variation in the number of
users in the clusters.

The lower the value, the
better.

• type - type of user activity, such as event, listing, prod-
uct, homepage, checkout, blog or other,

• category - optional activity category for events, such as
product page, cart, search, purchase, etc.,

• action - optional activity action for event, such as mini-
cart, select size, select color, thumbnail click, click ac-
cordion, image click, etc.,

• name - optional additional description of the action,
such as open, close, size value, color value, etc.,

• url - web address of the page where the activity took
place,

• time - date and hour of the action.

Despite the simplicity of the data structure, it was possible to
record all the actions taken by users of the web shop, from
choices that did not lead to a page change (e.g. selection of
a filter value, selection of a product size) to the use of the
search engine and page transition.
The second part of the research, directly related to cluster-
ing, was preceded by pre-processing. This operation, which
is the preparation of the data for the actual analysis, involved
cleaning and formatting the data to provide the clustering al-
gorithms with a consistent set of learning data. This step
involved removing duplicates, handling missing values and
normalising the data. In addition, dimension reduction was
performed by omitting features irrelevant to clustering. The
time required for pre-processing was not included in the com-
parative analysis of the methods tested, as it is independent
of the algorithm chosen.
In order to compare the clustering results obtained after ap-
plying the analysed algorithms, an experimental study was
carried out by clustering the two data sets with a varying pa-
rameter k, ranging from 3 to 10. After each clustering, a set
of information was collected to compare the results.
A comparison ofmethodswas carried out for each of the char-
acteristics included in the proposed quality framework - re-
source usage, context-free and business context. Three met-
rics were included in each of the outcome aspects evaluated,
giving a total of nine dimensions (CD, CPUU , MEMU
and SS, CHI , IDB and KMAX , CSI , SDC) that differ-
entiate the clustering algorithms compared. The algorithms
were compared separately for each metric. Where necessary,
additional assumptions were made about the number of re-

sulting clusters.
In addition, because the research was conducted on two dif-
ferent learning datasets, the results can be treated indepen-
dently. This means that they can be considered as a dou-
ble check when drawing conclusions and planning further
research. Furthermore, with this approach, it was possible
to observe the impact of the learning data on the clustering
algorithms. Although the structure of the data was the same
and the number of user sessions analysed was very similar,
the values obtained for some quality indicators differed sig-
nificantly.

4.2 Results
Resource usage
The calculated values of quality metrics related to resource
consumption during clustering are shown in Table 5.
The values of the CD indicator are given in seconds and in-
clude the clustering time and the generation of the final re-
ports (including visualisation of the results). When analysing
the results, it can be seen that the values of this metric were
highest for K-medians clustering and lowest for K-means, re-
gardless of the number of outcome clusters. The difference
between K-means and K-medians was about 85% and was
similar for both datasets. The clustering time for the BIRCH
method was in between the two and was about 30% higher
than for K-means. This leads to the conclusion that the K-
means algorithm is superior in terms of clustering time and
should be recommended for use if only the CD indicator cri-
terion were used.
The results of the study also allow for two additional obser-
vations. First, the values of the CD index varied markedly
with the number of clusters used (k), but these differences
do not form a pattern. The differences between the short-
est and the longest clustering time within the [algorithm -
dataset] combination ranged from 8.2% (BIRCH - Dataset
A) to 22.1% (K-medians - Dataset A). For both datasets, the
smallest differences in clustering time for different values of
k were observed for the BIRCH method and the largest for
the K-medians method. It is worth noting that these differ-
ences were not of great significance during the course of the
research, but the CD metric may be important when com-
paring algorithms that need much more time for clustering.
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Table 5. Resource usage comparison
DATASET A

CD CPUU MEMU
k K-

means
K-
medians

BIRCH K-
means

K-
medians

BIRCH K-
means

K-
medians

BIRCH

3 597 1136 780 97.35% 97.27% 90.93% 37.71% 38.95% 44.90%
4 617 1136 801 97.60% 97.26% 94.12% 38.55% 38.66% 44.88%
5 606 1238 770 83.93% 82.82% 89.44% 38.05% 38.67% 45.71%
6 587 1044 769 93.92% 77.92% 94.73% 38.44% 38.40% 45.67%
7 565 1127 821 83.98% 83.04% 99.81% 38.15% 38.93% 45.65%
8 607 1066 832 97.41% 90.10% 97.42% 38.26% 38.72% 45.63%
9 596 1014 821 97.34% 88.77% 90.71% 38.39% 38.50% 46.51%
10 567 1045 791 82.77% 87.70% 92.77% 37.96% 38.32% 45.65%
avr. 592.75 1100.75 798.13 91.79% 88.11% 93.74% 38.19% 38.65% 45.45%
std.dev. 18.75 72.78 24.56 6.92% 6.86% 3.55% 0.28% 0.23% 0.35%

DATASET B
3 1674 3458 2339 99.96% 99.96% 99.91% 43.13% 41.71% 57.81%
4 1768 3343 2185 99.93% 99.94% 99.76% 42.53% 41.60% 57.69%
5 1758 3552 2185 99.92% 99.85% 99.96% 42.56% 41.50% 58.71%
6 1677 3144 2340 99.93% 99.98% 99.88% 42.42% 42.60% 58.59%
7 1922 3243 2246 99.93% 99.91% 99.89% 43.14% 42.56% 58.55%
8 1943 3008 2390 99.96% 99.95% 99.90% 42.31% 42.53% 58.56%
9 1715 3307 2297 99.92% 99.96% 99.93% 42.21% 42.55% 58.57%
10 1788 3371 2503 99.96% 99.87% 99.93% 41.94% 42.56% 58.60%
avr. 1780.63 3303.25 2310.63 99.94% 99.93% 99.89% 42.53% 42.20% 58.39%
std.dev. 102.46 172.45 107.51 0.02% 0.05% 0.06% 0.42% 0.50% 0.40%

The conclusion of this observation is to confirm the need to
calculate the CD index for different values of k to avoid the
risk of falsifying the result with a single measurement.
The second interesting observation was the significant differ-
ences in the CD values for the two datasets. It might seem
that with similar sized datasets and the same learning data
structure, the differences in clustering time should not be sig-
nificant. However, for both algorithms, it took 2.8-2.9 times
longer to cluster Dataset B than it did to cluster Dataset A.
The explanation for this situation lies in the specifics of the
online shops where customer behaviour data was collected
for both datasets. In case A, it took 146 days to collect
more than 500,000 user sessions, during which time 110797
unique customers appeared. In case B, on the other hand, it
took nine days to collect a similar amount of learning data,
and in that time 212431 users were identified, which is about
92% more than in A. The number of objects (customers) to
be clustered is therefore the main reason for the increase in
clustering duration, with the increase in clustering duration
being disproportionately greater than the increase in the num-
ber of users. This means that when estimating the resources
required to implement clustering, the focus should be on the
number of webshop customers and their retention, and the
size of the dataset, however important, should be secondary.
The values of the CPUU and MEMU indicators are in per-
centage and describe the maximum resource usage during
clustering. Both metrics were sampled every 60 seconds.
The CPUU metric shows temporary use of all available
CPU resources (some values close to 100), especially for
Dataset B. However, the maximum resource consumption

in the cases studied was not a continuous state, but had few
peaks (Figure 3).
Instantaneous maximum resource usage should not be a
threat to the clustering process, but if the available resources
are fully used for a longer period of time, the clustering could
end in an error, e.g. due to a timeout. This risk is particularly
high for memory-intensive algorithms (e.g. Agglomerative,
Spectral), as in their case full RAM usage could cause the
clustering to stop and generate an exception.
When comparing the algorithms analysed on the basis of the
CPUU index, it is difficult to say which one is better. In
the case of Dataset A, the maximum CPU consumption was
slightly lower on average for the K-medians method, but the
difference is not large and can hardly be considered signifi-
cant. The results for Dataset B are very similar, but this is
due to the fact that there were always times when the avail-
able CPU was fully utilised.
Some doubts may be raised when comparing the values of
the CD and CPUU indicators. Looking directly at the CPUU
values for K-medians, it could be argued that it is slightly
better than the other approaches analysed. It should be noted
that this is only a point maximumCPU load and does not take
into account the clustering time. In fact, considering the CD
metric, K-median clustering takes the longest time, so over-
all the CPU is used more than in the other approaches (due to
the computational complexity). This means that the CPUU
metric can be helpful in analysing the risk of CPU overload
(and consequent interruption of clustering), but it does not
determine the overall resource consumption.
In summary, the results obtained suggest that the CPUU
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Figure 3. Comparison of CPU consumption for k=7.

Figure 4. Comparison of memory (RAM) consumption for k=7.

metric needs to be modified. Its current design (the maxi-
mum value of resource usage) may not be sufficient to cor-
rectly quantify the level of CPU usage. By analysing the
CPU load graphs, it is possible to see differences in CPU
usage over time between the three algorithms, but these are
not reflected in the CPUU values. Therefore, it would be
necessary to change the design of the CPUU metric so that
it covers the entire clustering process rather than just a sin-
gle point value. In the simplest case, this could even be the
mean and standard deviation of all the samples taken within
the algorithm being analysed. This would make it possible
to assess both the level of CPU usage and its variability over
time.
In the case of the MEMU , the conclusions are similar, al-
though not all of the operational memory was used (Figure 4).
The values of this metric for both K-... algorithms tested are
almost the same level within the dataset. The BIRCHmethod
is slightly different. In its case, the values of the MEMU

metric are much higher, regardless of the dataset.
It can also be seen that the maximum memory consumption
is higher for Dataset B, which is related to the higher number
of customers to be grouped. Again, it is worth considering
modifying this indicator to take account of changes in mem-
ory consumption over time. Admittedly, in the case of the
algorithms analysed, this would probably not make much dif-
ference, but if approaches with more different memory con-
sumption were compared, it could help in the interpretation
of the results obtained.
Context-free quality
A summary of the calculated values for selected indicators
of context-free clustering quality is presented in Table 6.
For these metrics, the number of clusters k used as an ini-
tialisation parameter has a very strong influence on the qual-
ity assessment. This means that comparisons between algo-
rithms using these metrics should be made for the same k
values. Furthermore, it is not appropriate to limit the anal-
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Table 6. Context-free quality comparison
DATASET A

SS CHI IDBI
k K-

means
K-
medians

BIRCH K-means K-
medians

BIRCH K-
means

K-
medians

BIRCH

3 0.2585 0.2454 0.2534 20350.3024 15454.4377 19577.7296 0.3883 0.3544 0.3757
4 0.2050 0.2445 0.2327 17907.7865 11102.9185 14244.9426 0.4401 0.2733 0.3653
5 0.2118 0.2338 0.2357 15105.8067 8221.4264 11265.5824 0.3915 0.2885 0.2639
6 0.2301 0.2400 0.2236 13364.1800 7771.3484 9395.9682 0.4148 0.3281 0.2616
7 0.2305 0.1264 0.2252 12076.7233 5453.0872 8083.9662 0.3947 0.3216 0.2636
8 0.2347 0.0633 0.2244 10967.0855 5618.8102 7137.0875 0.3715 0.2650 0.2777
9 0.2407 0.0655 0.2267 10128.6545 4713.5173 6424.6934 0.3864 0.2679 0.2683
10 0.2399 0.1383 0.2293 9359.6237 5790.1597 5924.0808 0.3777 0.3149 0.2670
avr. 0.2314 0.1697 0.2314 13657.5203 8015.7132 10256.7563 0.3956 0.3017 0.2929
std.dev. 0.0169 0.0805 0.0098 3885.9425 3647.6465 4666.8281 0.0220 0.0328 0.0482

DATASET B
3 0.1785 0.2417 0.2197 34602.8160 24398.9775 15654.9912 0.5158 0.2869 0.3389
4 0.1916 0.2407 0.2614 27486.3123 13081.7478 21159.7215 0.3975 0.3068 0.2835
5 0.2040 0.0937 0.2651 23750.6559 9050.2635 17240.0111 0.3776 0.3542 0.2820
6 0.2189 0.0944 0.2637 21143.8494 11811.8260 14605.5425 0.4088 0.2569 0.3117
7 0.2229 0.2385 0.2593 18996.5435 9216.9030 12490.3049 0.4007 0.3098 0.2960
8 0.2377 0.1066 0.2603 17753.8802 9210.8101 11104.9530 0.3929 0.2791 0.2915
9 0.2500 0.0656 0.2618 16547.3890 9789.0425 10053.4659 0.3976 0.3019 0.2946
10 0.2548 0.1409 0.2621 15597.0987 7369.8428 9263.3315 0.3947 0.3053 0.2953
avr. 0.2198 0.1528 0.2567 21984.8181 11741.1766 13946.5402 0.4107 0.3001 0.2992
std.dev. 0.0273 0.0753 0.0150 6442.1041 5411.0622 4026.9403 0.0434 0.0282 0.0185

ysis to a single number of clusters, as this may distort the
conclusions. A good example would be the SS metric val-
ues. In this case, it is possible to identify the values of the
parameter k for which each of the analysed clustering meth-
ods gives the best results. If the analysis had been done on
just one value of k, it would not have been possible to see
such differences.
When analysing the SS values, it is not possible to clearly
identify the best clustering algorithm. The differences in the
calculated values are so small and ambiguous that they can-
not be the basis for reliable conclusions. This is an impor-
tant finding as some studies [Sahinbas and Catak, 2022] have
only used the Silhouette Score as a basis for evaluating dif-
ferent clustering techniques.
The situation is different for the CHI index. For all k anal-
ysed, the best values were obtained using the K-means algo-
rithm, allowing us to conclude that the clusters generated in
this way are denser and better separated. The BIRCHmethod
ranks second for this indicator, and the worst results are ob-
tained with K-median clustering.
Also, the IDBI index indicated the best K-means cluster-
ing results, for both datasets. In this case, however, it is not
possible to unambiguously indicate a further sequence. De-
pending on the value of the parameter k, better results were
obtained with K-medians (k = 5, 6, 7, 10) or BIRCH clus-
tering (k = 3, 4, 8, 9). These results again show that conclu-
sions about the quality of context-free clustering depend on
the choice of the parameter k.
Business context quality
From the point of view of the purposes of the study, in

terms of taking into account the business context of cluster-
ing when assessing the quality of the algorithms analysed,
the KMAX , CSI and SDC metrics are crucial. These
can be used to assess the practical usefulness of the result-
ing clusters. Ignoring business relevance aspects may result
in a selected algorithm that is fast, computationally inexpen-
sive and has good context-free quality values, but at the same
time the resulting clusters are not applicable due to specific
business requirements and needs.
The selected context-free quality indicators relate to the use
of clustering to divide e-commerce customers into groups to
be served a specific UI variant. This is an example of a practi-
cal personalisation of an online shop design that goes beyond
the usual product recommendations. The contextual quality
indicators analysed were selected based on identified busi-
ness needs, including the number of clusters (which directly
translates into the number of dedicated UI variants) and their
size distribution. The values obtained are shown in Table 7.
The KMAX indicator is the number of clusters where the
smallest cluster size exceeds the assumed threshold (thl).
For the purposes of the study, the threshold was assumed to
be 5% of the population of clustered e-commerce customers.
With these settings, the K-means algorithm gave the best re-
sults for both datasets, but for Dataset B the same result was
obtained using BIRCH clustering. Due to the specificity of
dealing with dedicated UI variants, this indicator is of key
importance. When comparing specific combinations [clus-
tering method - number of clusters], compliance with the cri-
terion described by the KMAX indicator can be considered
as a prerequisite for further analysis.
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Table 7. Business context quality comparison
DATASET A

KMAX @ thl = 5% CSI SDC
k K-

means
K-
medians

BIRCH K-
means

K-
medians

BIRCH K-means K-
medians

BIRCH

3 ⋆ ⋆ ⋆ 0.5452 0.8069 0.5581 16283.23 28028.69 16400.82
4 ⋆ ⋆ 0.3123 0.9627 0.8612 4623.20 26458.76 20829.12
5 ⋆ ⋆ 0.6631 0.9725 0.8612 8054.12 27507.00 19237.97
6 ⋆ 0.5623 0.9882 0.9025 5224.74 22936.08 18793.48
7 ⋆ 0.5598 0.9869 0.9444 4511.26 20894.35 18054.86
8 ⋆ 0.6278 0.9718 0.9737 5202.33 13919.89 17509.05
9 ⋆ 0.7531 0.9723 0.9737 5658.79 14827.52 16800.00
10 0.7620 0.9958 0.9737 5788.74 11468.95 16007.11
avr. n/a n/a n/a 0.5982 0.9571 0.8811 6918.30 20755.15 17954.05
std.dev. n/a n/a n/a 0.1430 0.0617 0.1390 3941.14 6588.84 1619.62

DATASET B
3 ⋆ ⋆ ⋆ 0.4434 0.8765 0.9064 20310.41 54705.05 75426.44
4 ⋆ ⋆ 0.7143 0.9769 0.8787 23721.36 64010.39 46578.74
5 ⋆ ⋆ 0.7274 0.9512 0.8787 22140.09 51964.94 45095.64
6 0.9326 0.9198 0.9689 24584.99 40905.23 43632.11
7 0.9333 0.9804 0.9689 23562.84 51338.16 41806.17
8 0.9190 0.9582 0.9689 19093.42 41633.04 39468.74
9 0.9081 0.9900 0.9689 14987.02 25739.58 37577.63
10 0.9083 0.9889 0.9689 14279.97 40464.48 35864.73
avr. n/a n/a n/a 0.8108 0.9552 0.9388 20335.01 46345.11 45681.28
std.dev. n/a n/a n/a 0.1740 0.0395 0.0430 3964.37 11646.15 12568.49

The CSI indicator shows the spread of cluster sizes. From a
business point of view, we would expect the spread to be as
small as possible, so that a similar number of customers are
served with dedicated user interface variants. Of course, per-
fectly equal sizes cannot be expected, but those algorithms
that produce clusters that are as similar in size as possible
can be considered preferable. For the datasets analysed, the
best CSI values were obtained for the K-means algorithm
compared to both K-medians and BIRCH. Furthermore, the
analysis of this metric makes it possible to determine the op-
timal number of clusters when the decision is based on min-
imising its value. Noteworthy in this context are the results
of the K-means clustering for k=4 and Dataset A, which gave
by far the lowest CSI value.
The SDC metric measures the variation in cluster size rela-
tive to the average and relates to the same business require-
ment as the CSI metric. Preference should be given to al-
gorithms for which SDC has smaller values. In the case of
the study described above, K-means undoubtedly performed
best. If this metric were to be used as a criterion for select-
ing specific clustering parameters for serving dedicated UI
variants, the clustering at k=7 and Dataset A, which gives
the lowest SDC value of all the options analysed, deserves
attention.

4.3 Selection of the clustering method
The results of the experimental study allowed a practical
validation of the proposed cluster quality framework, with
a particular focus on indicators derived from the business
context of the use of the results. Two similar algorithms,

K-means and K-medians, were selected for comparison.
The study also included the BIRCH method, which has a
different approach to clustering. An additional challenge
is to aggregate the sub-scores (related to individual quality
measures) to identify the solution that best fits the business
specificity of serving a multi-variant UI in e-commerce.
Two approaches to solving this problem are presented later
in this subsection.
The simplest comparison of clustering methods can use
ranks. Based on the results, the techniques studied can be
ranked, with a value of 1 assigned to the best algorithm, 2 to
the middle algorithm, and 3 to the worst algorithm. Several
algorithms could be given the same rank if the obtained
values of the applied metric were similar. The rank values
can be used for an overall multi-criteria comparison of the
analyzed algorithms. In addition, the weights assigned to the
quality indicators can be used to determine the relevance of
the metric to a specific business application (nevertheless, to
simplify the example given, the same weights were assumed
for all the deciding criteria).
Nine indicators were used in the analysis and the assigned
ranks for each clustering method are shown in Table 8.
The subjective weighting of each indicator is intended to
provide an approach to aggregating the sub-scores. For
the assumptions used in the study, the K-means algorithm
proved to be significantly better, receiving a rank of 1 in
most cases. Only for the CPUU indicator did the K-medians
method perform better.
Another way to solve the problem of aggregating sub-

measures is to use one of the Multiple Criteria Decision
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Table 8. Aggregate comparison of clustering methods

Metric Weight
(wj)

K-
means

K-
medians

BIRCH

CD 1 1 3 2
CPUU 1 2 1 3
MEMU 1 1 1 3
SS 1 1 3 1
CHI 1 1 3 2
IDB 1 1 2 2
KMAX 1 1 3 2
CSI 1 1 3 2
SDC 1 1 3 2
Total
weighted

10 22.0 19.0

Analysis (MCDA) methods. TOPSIS was selected as an
exemplary approach from this group. It’s a technique that
aims to identify the preferred choice by comparing alterna-
tives against ideal and anti-ideal solutions. In the analyzed
case, all combinations [clustering method - number of
clusters] that satisfy the critical requirements (also derived
from business specifics) can be considered as alternatives.
The KMAX metric can be such a critical condition, as
it refers to the minimum reasonable number of users in a
cluster. With this assumption, 11 alternatives can be found
for Dataset A and 7 for Dataset B (Table 7). In turn, the
other measures identified in the framework described can be
treated as decision criteria with specific weights.
The presentation of the application of the adopted TOPSIS
method for selecting a clustering method for serving dedi-
cated UI variants was based on Dataset A.
The starting point is the decision matrix D = {dij}, where
alternatives Ai, i = 1, 2, ..., 11 are presented in rows and
the criteria Xj , j = 1, 2, ..., 8 are presented in columns. The
corresponding values of the metrics shown in Tables 5- 7
were taken as dij . It is worth noting that it was necessary to
make the interpretation of the values of the various metrics
more consistent. For all metrics, it was assumed that the
lower the value of the metric means the higher the rating
of the analyzed alternative. Accordingly, the values of the
metrics for which the results were to be maximized (SS,
CHI , IDBI) were inverted.
The next step is to normalize the decision matrix. The
normalization with the Euclidean norm was used as a basis
for this operation:

rij = dij√∑
i d2

ij

(2)

giving the normalized decision matrix R = {rij}.
The weighted decision matrix V = {vij} was then cal-
culated using the same weights for each decision factor
(∀wj = 1):

vij = wj ∗ rij (3)
After preliminary data preparation, the ideal solutionA+ and
the negative ideal solution A− were calculated for each deci-
sion factor j:

A+
j = mini(vij), A−

j = maxi(vij) (4)

Then the separationmeasuresS+
i andS−

i were calculated for
each alternative i:

S+
i =

√∑
j

(vij − A+
j )2, S−

i =
√∑

j

(vij − A−
j )2 (5)

Finally, the relative closeness Ci to the ideal solution was
calculated for each alternative:

Ci = S−
i

(S−
i + S+

i )
(6)

The alternatives, ranked in descending order of Ci value, al-
low an aggregated assessment of the available clustering op-
tions, taking into account all the criteria adopted for the anal-
ysis (Table 9).

Table 9. Evaluation of methods using the TOPSIS approach

Rank Method(k) S+
i S−

i Ci

1 K-means(4) 0.0911 0.6387 0.8752
2 K-means(6) 0.1629 0.5778 0.7801
3 K-means(7) 0.1818 0.5882 0.7638
4 K-means(5) 0.2011 0.5215 0.7217
5 K-means(8) 0.2343 0.5543 0.7029
6 K-means(9) 0.2918 0.5417 0.6499
7 K-means(3) 0.2723 0.4466 0.6212
8 BIRCH(3) 0.2950 0.3975 0.5740
9 BIRCH(4) 0.4490 0.2670 0.3729
10 BIRCH(5) 0.4711 0.2480 0.3449
11 K-medians(3) 0.5973 0.1928 0.2440

The advantage of the K-meansmethod in both aggregation
approaches can be explained by several factors. The main
one is the difference in computational complexity, especially
for large and multidimensional datasets. For K-means and
K-medians, differences in the operations performed in the
clustering process are important. Sorting, as required in K-
medians, generally has a higher computational cost than sum-
ming, as used in K-means. Admittedly, this fact was not re-
flected in the values of the CPUU indicator in the tests carried
out (especially for Dataset A), but this is due to the specific
nature of this measure, which is point-based and additionally
sampled every 60 seconds. The analysis of the CD index val-
ues clearly shows the higher computational complexity of the
K-median method, as the total clustering time is significantly
longer. The study confirmed that the sorting process, which
involves comparing items and reordering them, can be ineffi-
cient for large data sets ormultidimensional data. BIRCH, on
the other hand, requires the construction of a CF tree (Cluster-
ing Feature Tree) data structure, which involves scanning the
dataset to construct an initial clustering structure. This initial-
isation step can be computationally expensive, especially for
large datasets. As a result, the BIRCH took longer to cluster
than the K-means method, although it was shorter than the
K-medians. It should be noted that BIRCH requires more
memory than K-means or K-medians because it retains the
CF-tree data structure.
Another reason why K-means was found to be the best
method may be the specificity of the data sets. K-means as-
sumes that clusters are spherical and approximately equal in
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size, and it works best with data that is approximately nor-
mally distributed. The results obtained indicate that this is
the nature of the datasets containing information on the cus-
tomer behaviour of the online shops analysed. These features
influence the results of context-free and contextual quality of
clustering. If the clusters had different shapes, or if the data
were non-normal with many outliers, the K-medians method
might be expected to give better results.
Another factor influencing the results obtained is the number
of clusters analysed. Due to the requirements of the business
context, k took a value between 3 and 10. Had it been nec-
essary to generate a significantly higher number of clusters,
the results of the method comparison (especially in terms of
resource usage and context-free quality) might have shown
a better efficiency of the BIRCH method.
The research also indicated that some of the metrics should
bemodified. Thismainly concerns theCPUU andMEMU
metrics, which in their current form result in the loss of some
information about the characteristics of the clustering algo-
rithms being studied. As one of the risks associated with
these metrics is the inability to complete clustering, e.g. due
to insufficient memory to store the processed data, a potential
direction for improving these metrics could be to try to deter-
mine the maximum dataset that can be correctly processed
with given system resources. In addition, it is worth consid-
ering the specificity of cloud servers, where resource con-
sumption has a certain financial cost. In this case, instead
of analysing CPU and memory usage, the cost of cluster-
ing expressed in currency units can be used as a metric. In
such a case, additional attention should be paid to finding the
optimal configuration of cloud servers so that the resources
match the specifics of the clusteringmethod and to avoid pay-
ing for ordered but unused computing capacity. Moreover,
the results presented in the paper on resource consumption
during clustering could be helpful in selecting cloud server
parameters.

4.4 Analysis of the impact of the proposed
framework

TOPSIS was used to verify the impact of applying the pro-
posed framework on the evaluation of the different cluster-
ing approaches. In a first step, the ranking of the clustering
options was calculated (following the principles described
in Section 4.3), using only the context-free quality metrics
(SS, CHI , IDBI) as decision factors. Such an operation
is similar to the most commonly used criteria for evaluating
clustering algorithms when performance issues and business
context requirements are not taken into account. The results
obtained can therefore be considered as a benchmark and can
be interpreted as a ranking without applying the proposed
quality framework. The evaluation of the clustering alterna-
tives using this approach is presented in Table 10. Analysis
of the results shows that the best option would be [K-means;
k=3]. This was followed by the [BIRCH; k=3], [K-means;
k=4] and [K-medians; k=3] approaches. It can therefore be
concluded that the high rankings went to alternatives with a
small number of outcome clusters, and that each of the meth-
ods analysed had a representative in the top positions.
In the next step of the study, the set of context-free metrics

Table 10. TOPSIS evaluation based on context-free metrics

Rank Method(k) S+
i S−

i Ci

1 K-means(3) 0.0336 0.2532 0.8829
2 BIRCH(3) 0.0442 0.2403 0.8446
3 K-means(4) 0.0762 0.2427 0.7610
4 K-medians(3) 0.0892 0.1844 0.6740
5 K-means(5) 0.0972 0.1910 0.6629
6 K-means(6) 0.1110 0.1852 0.6253
7 BIRCH(4) 0.1047 0.1698 0.6186
8 K-means(7) 0.1431 0.1597 0.5273
9 K-means(8) 0.1789 0.1355 0.4309
10 K-means(9) 0.2065 0.1422 0.4079
11 BIRCH(5) 0.2348 0.0605 0.2049

was extended to include resource consumption metrics -CD,
CPUU , MEMU . The results are shown in Table 11. Intu-

Table 11. TOPSIS evaluation based on context-free and resource
usage metrics

Rank Method(k) S+
i S−

i Ci

1 K-means(3) 0.0565 0.3455 0.8594
2 K-means(4) 0.0910 0.3312 0.7844
3 K-means(5) 0.0987 0.3028 0.7541
4 K-means(6) 0.1161 0.3016 0.7220
5 BIRCH(3) 0.1165 0.2842 0.7092
6 K-means(7) 0.1431 0.2976 0.6752
7 K-means(8) 0.1851 0.2668 0.5905
8 BIRCH(4) 0.1576 0.2212 0.5840
9 K-means(9) 0.2115 0.2740 0.5644
10 K-medians(3) 0.2605 0.1912 0.4233
11 BIRCH(5) 0.2579 0.1678 0.3942

itively, it might have been expected that the additional met-
rics would positively affect the positions of the alternatives
applying K-means clustering, while negatively affecting the
alternative applying K-medians clustering. The results ob-
tained confirmed this hypothesis. While the best alternative
[K-means; k=3] has not changed, there have been significant
changes in the next places. In particular, the [BIRCH; k=3]
and [K-medians; k=3] combinations perform significantly
worse, which is a clear result of the superiority of the K-
means method in terms of computational complexity and the
server resources required.
Interesting conclusions can be drawn by analyzing the case of
using all three characteristics included in the proposed frame-
work (Table 9) and comparing it with the application of one
(Table 10) and two (Table 11) characteristics. The addition
of context-aware clustering quality metrics makes the combi-
nation [K-means; k=4] the best option, while the previously
best-rated alternative ([K-means; k=3]) drops to 7th place.
This means that consideration of the business context can be
important when choosing the clustering method and param-
eters for results applications to serve dedicated UI variants.
It is noteworthy that the option found to be the best using
all the metrics from the quality framework described above
exactly matches the expert-based decisions made in the pre-
vious studies ( [Wasilewski and Kolaczek, 2024]), where
the effectiveness of e-commerce multi-variant UIs was an-
alyzed based on 4 clusters obtained after applying the K-
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means method.

5 Conclusions and future work

Personalisation in e-commerce is a trend that is shaping the
development of today’s online shops. One way to ensure
a better UX is to tailor the design to the requirements,
needs and behaviour of customers. This is currently done
to a limited extent, mainly in the form of product recom-
mendations. However, a more comprehensive approach
could be considered, where a multi-variant interface is
offered, moving away from the one size fits all approach.
However, the design of multiple interface options requires
an appropriate grouping of customers. This can be done
using traditional segmentation methods, but also using
clustering techniques, which are becoming increasingly
common. However, in order to apply any of the clustering
algorithms, it is necessary to make a rational assessment
of the available options, taking into account many aspects,
including the business context.
To address the problem of multidimensional evaluation
of clustering quality, the quality framework has been
proposed that considers three main characteristics: resource
usage, context-free quality and business context-sensitive
quality. The first two are usually analysed during clustering
algorithm selection, but the third is sometimes neglected.
Therefore, three metrics are proposed to test the degree of
fit between clustering results and business requirements
and constraints when serving dedicated UI variants in
e-commerce.
An experimental study was then carried out with two dif-
ferent learning datasets and the three clustering algorithms,
K-means, K-medians, and BIRCH, were compared. This
allowed verification of the proposed approach to selecting
the clustering algorithm and an indication of which method
should be chosen to perform the clustering, given the
specified input data and available options, if the results
were to be used to serve dedicated user interface variants to
e-commerce customers.
The practical verification of the proposed quality framework
has also identified weaknesses. The development and
re-development of such areas will allow the proposed
approach to be refined in the future. In addition, further
work should be aimed at making the model even more
flexible by opening it up to additional characteristics and
metrics to allow even better evaluation and comparison of
clustering algorithms for specific business purposes.
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