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Abstract Open data is a concept attributed to sharing data with anyone, and in addition to being accessed, this
data can be manipulated and redistributed. The optimized and interchangeable use of open data can lead to so-
called open innovation, which can be understood as the crossing of information between different organizations, to
generate more complete and innovative systems and solutions. Despite the clear benefit for society, there are major
challenges highlighted in different studies for its implementation, such as the lack of promotion of open data, the lack
of standardization in data availability, as well as the lack of complete and updated information, among others. This
study uses an available reproducible methodology, to show, through different dimensions, the open data panorama
in Brazil, which indicates that there are many opportunities for improvement, in categories such as standardization
of data exposure and its licenses, update rate, and, due to the absence of some data, the lack of promotion of open
data.
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1 Introduction

The knowledge generated through data analysis is a necessity
and a challenge in a scenario where different computerized
systems often generate it unbridled and unplanned. It is a ne-
cessity because the benefits to society are indisputable, such
as knowledge and oversight of public spending McDermott
[2010], access to health and environment data by population,
planning of public civil works, forest fires in the Amazon,
use in research and development of applications for the ben-
efit of society Chen and Jakubowicz [2015] Guo et al. [2019]
Zhang and Yue [2016], among others.
The challenges are related to the rare promotion and aware-

ness of these benefits so that there is the effective use of
data Janssen et al. [2012]. As for availability and sharing,
there is a lack of awareness of the importance of standard-
ization in opening data so that it is reusable and interchange-
able in different opportunities. Other difficulties perceived
by Machado et al. [2019] regarding open data in education
were verified during the study performed in this paper, which
are dispersion, unclear licensing, insufficient standardization
of data, and lack of incentives and infrastructure for data shar-
ing.
These challenges are in accordance with the main ideas

promoted by the Open Knowledge Foundation (OKFN), a
non-profit, non-partisan civil society organization, when
defining the concept of “open”, which are: knowledge as a
common good, being possible for anyone to use and partic-
ipate in its construction; and, whether computerized or not,
the systems must be “interoperable”, which means maximiz-
ing their capacity to communicate transparently and to con-
nect with other systems Foundation [2023].

Despite the great challenges, open data has great poten-
tial, and different initiatives seek to promote it, such as the
OKFN, which supports and guides the use and sharing of
data. Through OKFN, standardization initiatives in the avail-
ability of data are encouraged, and, currently, on its page, it
is possible to verify CKAN (a data management system) as
a suitable tool for sharing, making available, and searching
for open data. On the CKAN website, it is possible to verify
that countries such as the United States, Canada, Germany,
and Australia already use this tool in their open data portals.
The benefits go beyond knowledge of open data by

the population and government transparency. Forbes, a
renowned business and economics magazine, reported in
2020 that using open data is essential for projects that seek
to create smart cities Arbex [2020]. In short, smart cities
can be understood as technological solutions — applied in
cities, neighboring regions, and rural areas — in order to
build sustainable open environments and user-driven inno-
vation ecosystems Domingue et al. [2011]. According to
the magazine, London, the city that created the first open
data store in the world — the London Datastore1 — and a
pioneer in the adoption of smart cities, had at the time the
objective of sophisticating its public data sharing in the fol-
lowing years, intending to solve problems generated by the
population growth in urban centers. According to the United
Nations2, the world population will be 68% urban by 2050
DESA [2018], so the relevance of open data for technological
initiatives such as smart cities has proven to be fundamental,
as seen in Adje et al. [2023] work.

1https://data.london.gov.uk/dataset
2https://www.un.org/en/
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In Brazil, the incentive to public access information is en-
couraged by the Federal Government through laws such as
the Access to Information Law (LAI), thus, standardization
policies for data opening Federal [2023b], and construction
of National Data (INDA) Federal [2023a] are implemented.
All of these initiatives have the ultimate objective of guid-
ing the dissemination and sharing of data and public informa-
tion in an open format. However, despite the encouragement
through federal laws and initiatives3 to monitor the opening
of data in the states of Brazil, there are few studies on the
quality and status of the data available on the portals, and
comprehensive long-term initiatives that make it possible to
monitor the evolution of the opening of this data are still
scarce. This creates uncertainty about the feasibility of us-
ing open data in Brazil since the quality of the data is not
known.
Due to the scenario shown, the following contributions of

this work will be highlighted:

• A current picture of the health of open data in Brazil,
demonstrating through qualitative analysis how dimen-
sions/categories relevant to society — such as ’Public
Spending’ — are available, updated, and formatted ac-
cording to standards used in open data portals by the
world. Also, to support the panorama demonstration of
open data in Brazil, a quantitative analysis was carried
out on the open data portals of the states in Brazil. With
this, it was verified which states have open data portals,
what amounts of data were found, what variety of sub-
jects/themes on the portals, and, finally, we sought to
correlate variables such as ’quantity of datasets’ with
social variables such as per-capita income, and popula-
tion quantity.

• The study will provide government institutions and
Brazilian states with evidence of the gaps existing in
the distribution of open data made available, enabling
improvements in the quality of exposure;

• Regarding the academic community, according to
Pareja-Lora et al. [2019], the publication of scientific
data under open resources - in this case, Open Data - has
become routine in modern research and the Open Data
movement in linguistics - as well as in all areas of study
of science, computing, and humanities – is based on
three primary motivations: responsibility, reproducibil-
ity, and reuse. For this purpose, the framework pro-
vided can be used to evaluate these motivations, check-
ing through the indicators presented in the study, such
as: Does the data exist? Does the data from this research
exist? Publicly available? Is the data provided on a
timely and up-to-date basis? So, gaps exist, and insights
for improvement can be mapped and applied. For in-
stance, Is the data machine-readable? checks whether
a machine can read the dataset in question and, there-
fore, is capable of reuse or use in automation. The ideal
data format can easily be substituted for each particular-
ity in the available framework.

The article was organized as follows. Section 2 contains
the related works, with the latest available analyses made

3https://centralpaineis.cgu.gov.br/visualizar/dadosabertos

in Brazil and institutions responsible for the reports with its
methodologies. The section 3 explains the flow of data analy-
sis, from ingestion to exploration and construction of results.
Section 4 shows the technologies used, the way of exposing
the data, the datasets to be evaluated, the CKAN API calls
used, and the metrics evaluated. The results found in each
dimension will be demonstrated in Section 5, in addition to
the difficulties in exploring the data in each one. Finally,
Section 6 summarizes the main conclusions of this work.

2 Background and Related Works
The Open Knowledge Foundation created the Open Data
Index (ODI) initiative, a pioneering initiative in promoting
transparency, helping to evaluate policies, identify bottle-
necks, and guide municipalities to improve their open data
policies Index [2018]. The Index evaluates not only federal
but also municipal governments, acting to ensure the neces-
sary scalability. ODI was brought to Brazil through a part-
nership between the Directorate of Public Policy Analysis
(DAPP) of the Getúlio Vargas Foundation (FGV) - FGV is
a Brazilian institution known worldwide as a reference in
teaching and research - and Open Knowledge Brasil (OKBR)
4. The ODIs have been launched in Brazil since 2017, with
2018 being the last year of updates, according to the FGV
website.

In the Figure 1, there is an overview of the 2018 Open
Data Index Score. Which, according to the publication, eval-
uates the adequacy of the data made available by the gov-
ernment to the transparency criteria used in several countries
around the world and through the “% open”. The percent-
age of the evaluated datasets that meet all the criteria of the
methodology is calculated.
According to the study, at the time, São Paulo was the city,

among the eight evaluated, that presented the highest score
and also the highest %open. This means that the city was
the most successful both in disclosing 100% open bases and
in bringing its public bases closer to the Open Definition cri-
teria. However, the challenges remain the same today (as
will be seen after this work), as the study adds that despite
the good results in São Paulo, it does not mean that all chal-
lenges have already been met since less than half of the bases
of data evaluated met the full criteria of the ODI.

Figure 1. ODI city scores according to score and %Open. Source:
FGV/DAPP e Open Knowledge Brasil, 2018

The Open Definition project Foundation [2023] affirms

4https://ok.org.br/
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that the term “open” in the context of “open data” and
“open content” means that data can be freely accessed, used,
modified, and shared by anyone, with anyone. Subject, at
most, to requirements that preserve provenance and open-
ness.
Open Knowledge Brazil also defines the main conditions

for data to be considered open. In short, (1) availability and
access, that is, It must be fully available and only at the cost
of copying; (2) also in a convenient and changeable format;
(3) its reuse and redistribution must be possible, that is, in
addition to being possible to reuse, it must be possible to
combine it with another set of data; (4) and universal partic-
ipation, that is, everyone must be able to use it, without any
discrimination against people, groups or relative fields of ac-
tion (such as only for non-profit or educational purposes).

3 Data Analysis Model
The article’s data analysis model has the following steps (1)
a manual search for Brazilian states or institutions that have
an open data portal, (2) checking whether the data is exposed
through the CKAN data management system - essential, be-
cause even if the data portal has a data exposure standard if
it does not meet a higher exposure standard - such as CKAN
- it will not be possible to apply automation along with other
portals - (3) the URLs of the study portals are stored in text
files, which will be used in all data analysis automation.
After collecting the URLs, the category to be evaluated is

identified. For example, it will be verified if the ’data exists’,
if it is ’up-to-date’, what the ’ data license’ is, etc. After orga-
nizing the category to be validated, the CKAN API method
is performed. The result is collected and stored.
The high-level data flow can be seen detailed in Figure 2,

which follows these steps:

(a) The URL of the open data portal is checked manually,
for validation of the data exposure mode, CKAN usage
is a requirement for analysis;

(b) The portal URL ismanually inserted in a file, alongwith
the CKAN API function. Then, the Python script must
be started, initializing a function to search for resources
in the portal. In the next step, the script will search for
the URL of the portals to be analyzed in the file. The
script concatenates the portal URL with the CKAN API
action, finally, the URL for the HTTP request is assem-
bled and requests are initiated according to the JSON
contract CKAN [2023];

(c) After that, the script will create a list of resources in
order to be stored in an array, and a second validation
of the availability of the resource is performed. In this
context, it is verified if the resource returned HTTP sta-
tus 200, which is the HTTP response status that means
success.

4 Methodology
This study was developed by joining different libraries to
provide a technologically consistent query framework. Dur-
ing this evaluation, an exhaustive government dataset search

Figure 2. Data Analysis Model. Source: Author

from different Brazilian government ministries was accom-
plished.

4.1 Technologies
The technologies used were:

• The Anaconda distribution, which is an open-source
platform for Data Science AnacondaOrg [2023], pro-
vides the prototype development environment;

• The web-based development environment was Jupyter-
Lab, which supports a wide range of workflows in
data science, scientific computing, and machine learn-
ing JupyterOrg Community [2023]. In this work, it was
chosen because it provides the possibility to run code in
cells individually, which allows a gain of performance,
for example,

• The programming language used was Python, as it is
easy to integrate with other technologies, runs in dif-
ferent environments, and is simple to write PythonOrg
[2023];

• The Pandas library for data analysis and manipulation
developed for the Python language PandasOrg [2023];

• The Matplotlib library for plotting (image produc-
tion) developed for the Python language MatplotlibOrg
[2023].

The code used is available in the GitHub open source repos-
itory 5 and the guide to install and run the Jupyter Notebook
can be found on Jupyter’s web page JupyterOrg [2023].

5https://github.com/shluh/ufrgs-open-data-analysis
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API Function Description
/action/package_list returns the set of datasets

available by platform
/action/group_list returns the groups that are

contained in the datasets
/action/tag_list returns the breakdown of

tags by dataset
/action/package_show? returns the representation

of the dataset specified in
param ’id’

/action/package_search? to search for datasets (pack-
ages) matching the search
query

Table 1. JSON-formatted lists of datasets

4.2 Datasets and Metrics

Open Source platforms have facilitated enormously the la-
bor of institutions involved in Open Data initiatives. For
instance, CKAN, based on Python technology, is the most
widely used open-source platform to support Open Data por-
tals Nogueras-Iso et al. [2021].
The open-source solution CKAN has grown to be the de

facto standard in the public sector for creating open data cat-
alogs but is increasingly adopted by private companies, too
Kirstein and Bohlen [2022].
Thus, the technology used to extract the data was CKAN’s

Action API. It was also chosen because government agencies
and open data portals in the states of Brazil, which were avail-
able for evaluation, mostly used the CKANdatamanagement
system at the time of the study.
Therefore, only datasets that expose data through this API

- or derivations like DKAN - were analyzed. The technical
framework used was GET-able API functions, with features
by dataset, group, and resources, see Table 1.
According to the scope of this study, the official open data

portals will be analyzed: Brazil and Federal District (see
Table 2) - on the date the article was written, the Brazil-
ian portal was undergoing a reformulation, and for compat-
ibility with CKAN, the legacy URL of the portal was used
legado.dados.gov.br, and not the main one dados.gov.br;
each of the 26 states of Brazil (see Table 3).
Transparency portals were considered and analyzed indi-

vidually - when the open data portal was not found - but dis-
regarded when they did not use CKAN to expose the data.
According to the Brazilian open data portal, the difference
between the transparency portal and the open data portal is
that the transparency portals have the objective of increasing
the control of government expenses and revenues, and open
data portals, on the other hand, have a different objective: to
be the single point of reference for searching and accessing
Brazilian public data on any and all subjects or categories. It
is a simplified service that organizes and standardizes access
to public data, focusing on data reuse and modern technolo-
gies.
In the absence of the state’s open data portal and trans-

parency portal, a search was made for the capital’s open data
portal.

Table 2. Brazilian and Federal District open data portal

District Acronym Data Portal URL
Distrito Federal DF http://www.dados.df.gov.br/

Brazil BR https://legado.dados.gov.br/

Table 3. Open data portal by state.

State *Open Data
Portal CKAN Population

(in millions)
Acre Yes No 830,018
Alagoas Yes Yes 3,127,683
Amapá Yes No 733,759
Amazonas Yes No 3,941,613
Bahia Yes Yes 14,141,626
Ceará Yes No 8 794,957
Espírito Santo Yes Yes 3,833,712
Goiás Yes Yes 7,056,495
Maranhão Yes No 6,775,805
Mato Grosso Yes No 3,658,649
Mato Grosso do Sul Yes Yes 2,757,013
Minas Gerais Yes Yes 20,538,718
Pará Yes No 8,121,025
Paraíba Yes No 3,974,687
Paraná Yes No 11,444,380
Pernambuco Yes Yes 9,058,931
Piauí Yes No 3,271,199
Rio de Janeiro Yes No 16,054,524
Rio Grande doNorte Yes No 3,302,729
Rio Grande do Sul Yes Yes 10,882,965
Rondônia Yes No 1,581,196
Roraima Yes No 636,707
Santa Catarina Yes Yes 7,610,361
São Paulo Yes Yes 44,411,238
Sergipe Yes No 2,209,558
Tocantins Yes No 1,511,460
* or Transparency Portal

5 Results
For the qualitative analysis, the analyzed dimen-
sions/categories were based on the Global Open Data
Index (OKFN) — an annual effort to measure the state of
open government data worldwide — methodology. In other
words, dimensions/categories represent important data that
is relevant to civil society at large. Therefore, the validation
methodology was based on the same model. The dimensions
are the following: National Statistics, Government Bud-
get, Government Spending, Legislation, Election Results,
National Map Pollutant Emissions Company Register Lo-
cation datasets, Government procurement tenders (past and
present); Water Quality, Weather forecast, Land Ownership;
Transport Timetables; Health Performance. There will be
no ranking and counting of points produced in OFKN, but
the analysis result will be shown for all datasets available in
open data portals.
The analysis covered the following questions, listed and

described in accordance with OKFN6:

• Does the data exist? Does the data exist at all? The data
can be in any form (paper or digital, offline or online,
etc.);

• Is data in digital form? This question addresses whether

6https://opendatahandbook.org/
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the data is in digital form (stored on computers or digital
storage) or if it is only in e.g., paper form;

• Publicly available? This question addresses whether the
data is ”public”. This does not require it to be freely
available but does require that someone outside of the
government can access it in some form. If a freedom
of information request or similar is needed to access the
data, it is not considered public;

• Is the data available for free? This question addresses
whether the data is available for free or if there is a
charge;

• Is the data available online? This question addresses
whether the data is available online from an official
source;

• Is the data machine-readable? The data is machine-
readable if it is in a format easily structured by a com-
puter. Data can be digital but not machine-readable. For
example, consider a PDF document containing tables of
data. These are digital but are not machine-readable be-
cause a computer would struggle to access the tabular
information;

• Available in bulk? In bulk means, per Open Definition7
that the data should be available as a complete set. And,
if it has a register i.e. collected under the statute, the
entire register should be available for download. So,
the data is available in bulk if the whole dataset can
be downloaded or accessed easily. On the other hand, it
is considered non-bulk if the citizens are limited to just
getting parts of the dataset (for example, if restricted to
querying a web form and retrieving a few results at a
time from a very large database);

• Openly licensed? This question addresses whether the
dataset is open as per http://opendefinition.org. It needs
to state the terms of use or license that allow anyone
to freely use, reuse, or redistribute the data (subject at
most to attribution or share-alike requirements). It is
vital that a license is available (if there is no license,
the data is not openly licensed). Open licenses which
meet the requirements of the Open Definition are listed
at http://opendefinition.org/licenses/ ;

• Is the data provided on a timely and up-to-date basis?
This question addresses whether the data is up to date
and timely - or long delayed.

For the quantitative analysis, the work of Barbosa et al.
[2014] was used as a reference. Therefore, the country’s
states were validated from a statistical point of view. Then
the following were reported: quantities of data sets, descrip-
tion of parameters and their meanings, and variety of infor-
mation found in the open data portals of the states of Brazil
during the experiments. This, in turn, makes it possible to
monitor the evolution — over time — of the resources avail-
able on data portals, as was done in the work of Gharawi
et al. [2019], who used the content analysis approach for this
purpose. Therefore, the points of analysis are:

• Quantities of Groups/Theme per platform: aiming to
find the variety of subjects available on data portals

7http://opendatahandbook.org/guide/en/how-to-open-up-data/#make-
data-available-technical-openness

since groups in CKAN are used to create and manage
collections of datasets. It can also help identify the level
of organization in the open data portal, as groups are a
simple way to help users find and search their own pub-
lished datasets;

• Number of datasets per platform: aiming to show what
gaps exist in availability; for example, the data portal
”X” does not provide any dataset with information on
public spending. Also, a key benefit of having a large
number of data sets available is the ability to fuse infor-
mation Barbosa et al. [2014];

• Most commonly used formats of available data, by plat-
form: aiming to verify whether the open definition8 re-
quirement — machine-readable — has been met, and
also whether it was in open formats9. Machine-readable
states that the work must be provided in a format that is
easily processable by a computer and where the indi-
vidual elements of the work can be easily accessed and
modified.

5.1 Quantitative analysis
ThroughGroups/Themes by platform, it is possible to find
sets of data classified by themes; for example, the group
‘Government and Politics’ of the Brazilian open data portal
brings data related to legislative censuses, data on the orga-
nizational structure of the federal executive branch, etc. The
diversity of groups, as long as it is well structured, lever-
ages the correct use of data, in addition to helping to map
which groups are pending registration and encouraging those
responsible for them to register them on the portal.
According to the Figure 3, of the analyzed platforms, re-

spectively, the one with the most groups is the state of São
Paulo (SP) with 39 groups, followed by Espirito Santo (ES)
with 26, RioGrande do Sul (RS)with 25, Santa Catarina (SC)
with 25, Bahia (BA) with 21, Mato Grosso do Sul (MS) with
12, Distrito Federal (DF) with 11, Alagoas (AL) with 10, Mi-
nas Gerais (MG) with 4, Pernambuco (PE) with 3 and Goiás
(GO) with 0 groups counted.

Figure 3. Quantity of groups per State and Federal District. Source: Author

Excluding the largest and smallest values (smallest value
8https://opendefinition.org/od/2.1/en/
9https://opendatahandbook.org/guide/en/appendices/file-formats/
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greater than zero), the platforms have an approximate aver-
age of 17,7 registered groups, and the biggest group is almost
six times bigger than the smallest group.

5.1.1 Number of datasets per platform

Datasets are the available data by each platform/group. For
example, the Brazilian federal government has datasets
on the Annual Declaration of Use of Water Resources—
DAURH, the number of Basic Health Units under construc-
tion, and Federal Government Public Procurement.
As important as a wide variety of groups (or themes) in a

data portal is, the number of datasets per group is also impor-
tant, as it provides information on the chosen theme. This
enables the use of group data for various purposes, ranging
from transparency to the implementation of new applications
for society.
According to the Figure 4, of the analyzed platforms,

the ones with the largest number of datasets, respectively is
Sao Paulo (484), Alagoas (332), Santa Catarina (302), Rio
Grande do Sul (302), Distrito Federal (161), Espirito Santo
(95), Mato Grosso do Sul (44), Goias (33), Pernambuco (27),
Minas Gerais (26), Bahia (11). Excluding the largest and
smallest value (smallest value greater than zero), on aver-
age, platforms have 1322 datasets. And the largest dataset
is almost 12 times larger than the smallest dataset. It is also
possible to verify that even though Espirito Santo has more
variety of groups (Figure 3), in contrast, Alagoas has more
datasets available.
In Barbosa et al. [2014]’s study about the open urban data

in North America, the correlation between the number of
datasets and the population of each city was verified through
Spearman’s rank correlation coefficient (p score). The re-
sults showed that the p coefficient was 0.81, indicating a
strong correlation between the number of datasets and their
population. However, in this work, the same calculation was
made, and the coefficient was -0.11, indicating that there was
no correlation between these two variables. But, when mak-
ing the correlation with per capita income, the correlation
was 0.89, indicating a strong correlation between the city’s
per capita income and the number of available datasets.

Figure 4. Quantity of datasets per State and Federal District. Source: Au-
thor

5.1.2 Most commonly used formats of available data

According to The Global Open Data Index - which is an
annual effort to measure the state of open government data
around the world - one of the metrics used in evaluating data
sets is whether they are machine-readable, considering the
types accepted, such as the following: Microsoft Excel file
format, a spreadsheet file format abbreviated XLS; comma-
separated values, the file is a text file that has a specific for-
mat which allows data to be saved in a table structured format
abbreviated as CSV; JavaScript Object Notation, more com-
monly known by the acronym JSON, that is an open data in-
terchange format that is both human andmachine-readable; e
XML extensible markup language, that is markup language,
that describes the text in a digital document.
In the quantitative analysis, the total number of readable

datasets in the general scope was verified by crossing all the
portals. The result in Figure 5 shows that 70.45% of the data
is in format CSV, 29.08% of the data is in format JSON, and
finally, 0.46% of the data is in format XLS.

Figure 5. Most commonly used formats of available data. Source: Author

5.2 Qualitative analysis
Each subsection in the next sections will represent the
OKFN’s analysis GOD [2023] standardization, specified in
Session 5, for the dimensions that contain enough available
datasets for reproducibility and comparability purposes. The
government agencies that contain the data of the analyzed di-
mensions can be seen on Table 4 and will have their analysis
shown in the following sections.
The dimensions (which can also be understood as cat-

egories, according to the Open Knowledge Foundation’s
Global Open Data Index project) on Table 4 reflect impor-
tant data that is relevant to civil society in general. In this
scenario, Brazil has institutions and agencies that are, at the
national/federal level, responsible for providing such infor-
mation to Brazilians. Therefore, the Table 4 lists the official
government agencies that have the domain and obligation to
provide correct and official information of that scope. There-
fore, officially, only the agencies listed by category can pro-
vide such information to the population, so it would not be
up to other agencies to publish data not related to their own
scope.
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Dimension Government Agencies
National Statistics IBGE/IPEA
National Map IBGE
Legislation FEDERAL SENATE
Election Results TSE
Government Budget and
Spending

CGU/TCU/BNDES

Pollutant Emissions MMA/IBAMA
Company Register DREI
Location datasets
Government procure-
ment tenders (past and
present)

ME

Water Quality ANA
Weather forecast INMET
Land Ownership INCRA

Table 4. Government Agencies by Dimension

Due to the characteristic of the study - analysis in open data
portals only - the items/questions: ’Is data in digital form?’,
’Publicly available?’, ’Is the data available for free?’, ’Is
the data available online?’ of the session 5, have the same
affirmative answer in common, which is: all dimensions
where the data exists were found in the open data portals: ei-
ther in the Brazilian open data portal or in the government’s
open data portal. Therefore, the common answer for dimen-
sions, such as National Statistics, National Map, Election Re-
sults, Government Budget and Spending, Company Register,
Location datasets, Government procurement tenders, Water
Quality, Weather forecast, and Land Ownership, is that the
data is available digitally. Also, it is publicly available (on
newBrazilian open data portal, it is necessary to register and
then login), and finally, it is available online and for free.

5.2.1 Does the data exist?

For the analysis ’Does the data exist?’, all dimensions ana-
lyzed - except ’Location datasets’ and ’Company Register’ -
have their own open data portal or expose their data on the
Brazilian open data portal. That is, in 83% of the dimensions
analyzed, the data exists.
For dimensions Company Register, the public agency is

DREI (an institute part of the Ministry of Economy), which
does not have its own open data portal, nor does it have data
available on the Brazilian open data portal. However, DREI
has its own website, with plans to open data linked to the
agenda of the Ministry of Economy, which has not yet been
implemented. For the dimension Location datasets, no open
data were found in any portal or website of the public agency
that could represent the dimension.

5.2.2 Is the data machine-readable?

In order to validate this category, the format of the data found
was checked and summed - as long as they comply with
the definition of the Global Open Data Index for machine-
readable formats, that is, that are of types <’XLS’, ’CSV’,
’JSON’, ’XML’>.

Some government organizations, such as Federal Sen-
ate, had few (under 100) datasets available on the Brazil-

ian open data portal or on its own portal. Scenarios that can
cause this include the organization’s not having data exposed
through the CKAN API or having data available in another
non-standard model, making systematic analysis impractical.
This will cause the result to be irrelevant to the dimension
under analysis. When this happens, it will be signaled in the
text.

• National Statistics and National Map: In total, 430
datasets were evaluated, 424 from IBGE and six from
IPEA. Of these, 373 were CSV, which is equivalent to
86.74% of the formats available for this dimension, fol-
lowed by the JSON format with 52 available resources
and XML with 49;

• Legislation: Available to the Federal Senate, there were
only two datasets and three resources, two of which
were machine readable: One CSV and one XLS. In
cases where the volume of data is insignificant, percent-
ages will not be provided so that the reading is not bi-
ased, since in this case, the rate of the total resources
readable by the machine would be high, but this hap-
pens because the total amount of available resources is
low;

• Election Results: In total, 144 datasets were evaluated
from TSE, and for these, 169 resources were used. Of
the available resources, 95 were CSV, equivalent to
64.37% of the resources available for this dimension.
Of the machine-readable formats, only CSV was avail-
able;

• Government Budget and Spending: In this dimension,
the government agencies analyzed were The National
Bank for Economic and Social Development (BNDES
in Portuguese), the Federal Comptroller’s Office (Por-
tuguese acronym CGU), and the Federal Audit Court
(Portuguese acronym TCU). For the three institutions,
there were 92 datasets available, with 69.56% of CSV.
This absolute quantity is 64, with 64 resources available,
followed by 1 XML, 1 XLS, and 1 JSON;
Of the three institutions, the BNDES stands out most
positively, with 93 resources available in its 46 datasets.
47 of the 93 available resources are machine-readable.
This means that, of the total resourcesmade available by
the BNDES, 50.54% can be used in automated studies
with the aid of software;

• Pollutant Emissions: The government institutions ana-
lyzed were the Ministry of Environment and Climate
Change (MMA) and the Brazilian Institute of Envi-
ronment and Renewable Natural Resources (IBAMA).
There were 98 datasets available, and, for these, 314 re-
sources, 212 of which are machine-readable. In total,
for this dimension, 67.51% of the available resources
could be used systematically;

• Water Quality: The National Water and Basic Sanita-
tion Agency (ANA) represents this dimension. It has
its open data portal, with 15.46% of the total 1611 re-
sources available, readable by machine. The predomi-
nant file type is CSV, and the total available datasets is
308;

• Weather forecast: for this dimension is the National
Institute of Meteorology (INMET) of the Ministry of
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Agriculture and Livestock. Which provides the follow-
ing machine-readable data formats, with their respec-
tive amount: ’CSV’: 27, ’XML’: 14, ’JSON’: 12. This
means 55.79% of reusable resources, with a total of 95,
spread across 56 datasets;

• Land Ownership: The National Institute of Coloniza-
tion and Agrarian Reform (INCRA) will represent this
session. However, only 1 dataset and resource was
available, and it was not machine-readable.

5.2.3 Available in bulk?

To validate that the data was available in bulks, all resources
available for the dimension under analysis were collected,
and a GET-type request was made to the endpoint of each re-
source. Whenever the request returned the HTTP 200 status,
the resource was counted as accessible, and when it returned
a different HTTP status, or the query exceeded the 15 sec-
onds timeout limit to return a response, it was counted as not
available resource.

• National Statistics and National Map: IBGE and IPEA
together have 595 resources, of which 504 returned a
success status, and 91 either reached the maximum re-
sponse waiting limit of 15 seconds or returned a status
other than 200. Of the available bulks, 84.70% were re-
turning success status 200 OK, which indicates that the
request was successful;

• Legislation: The Federal Senate has 16 resources, and
all returned success status;

• Government Budget and Spending: CGU, TCU, and
BNDES have 334 resources, and accessible bulks are
333, only 1 with or with unavailable or failed bulk.
Then, 96.80% were returning success status 200 OK;

• Pollutant Emissions: MMA and IBAMA have 335 re-
sources, 128 accessible, and 217 (all from IBAMA)
with unavailable or failed bulk. So, only 38.20% were
returning success status 200 OK;

• Water Quality: ANA has 249 resources, and accessible
bulks are 240. Of these nine, either with unavailable or
failed bulk. So 96.38% were returning success status
200 OK;

• Weather forecast: The INMET has 325 resources, of
which 293 returned success. That is, 90.15% were re-
turning success status 200 OK;

• Land Ownership: INCRA has no resources available.

5.2.4 Openly licensed?

To validate this category, the list of licenses available for
the organization under analysis was consulted in the meta-
data. Not all public agencies/institutes analyzed provided
this information, so the number of available licenses may
be smaller than the number of available datasets but never
greater since the license is assigned to a dataset (and not to
the multiple resources a dataset can contain).

• National Statistics and NationalMap (IBGE/IPEA): For
this dimension there were 372 datasets with license type
’License not specified’; 36 datasets licensedOther (Pub-
lic Domain); followed by ’Creative Commons Attribu-

tion’ ’Open Data Commons Open Database License
(ODbL)’ ’Other (Open)’, each with six datasets and fi-
nally four datasets with ’Other (Assignment)’ license.
Of the total number of licenses reported for this dimen-
sion, 86.51% have a ’not specified’ license;

• Legislation (Federal Senate): For the only one dataset
available, the license was ’Creative Commons Attribu-
tion and Share Alike’;

• Election Results (TSE): For the 144 datasets available,
140 or 97.22% use the license: ’Creative Commons At-
tribution’, the only one available for the dimension;

• Government Budget and Spending
(CGU/TCU/BNDES): The available licenses per
dataset were ’Open Data Commons Open Database Li-
cense (ODbL)’: 46, ’Unspecified License’: 18, ’Other
(Open)’: 13, ’Creative Commons Attribution’: 9,
’Other (Public Domain)’: 5. Once again, the BNDES
institution stands out as responsible for making its total
datasets available, under the ’Open Data Commons
License (ODbL)’ license;

• Pollutant Emissions (MMA/IBAMA): The licenses are:
’Creative Commons Attribution’: 36, ’Other (Public
Domain)’: 35, ’Other (Open)’: 20, ’Open Data Com-
mons Open Database License (ODbL)’: 7. In total there
are 98 specific licenses for the 98 available datasets;

• Water Quality (ANA): For this dimension, the metadata
query did not return available licenses;

• Weather forecast (INMET): For this dimension, all 56
available datasets have the following licenses: ’Cre-
ative Commons Attribution’: 48, ’Open Data Commons
Open Database License (ODbL)’: 6, ’Other (Open)’: 2;

• Land Ownership (INCRA): For the only available
dataset, the license is ’Creative Commons Attribution’.

5.2.5 Is the data provided on a timely and up-to-date
basis?

For this category, a search was made in the metadata of the
dataset, if they had the keywords: ”update frequency”, ”up-
date frequency (months)”, ”periodicity”, and ”publication
frequency”. As this attribute is not mandatory, some govern-
mental organizations did not place it, or if theywere placed, it
was not in a standardized way, so that, if there was some peri-
odicity informed that does not meet the keywords mentioned
at the beginning of the paragraph, this was not accounted for.
Understanding the importance and relevance of the infor-

mation, manual searches were performed for more diver-
sity of keywords that could somehow contain the periodicity.
However, as mentioned, it was a non-mandatory attribute
and, therefore, not standardized in how it was made avail-
able. Due to the volume of data, a manual search is not
effective and sufficient. When the periodicity information
was informed, it was then verified if the value was in the fol-
lowing list: [’biannual’, ’semi-annual’, ’daily’, ’weekly’, ’bi-
weekly’, ’monthly’, ’bimonthly’, ’quarterly ’, ’annual’, ’bi-
ennial’]. If yes, the value of the [’metadata modified’] at-
tribute was reduced from the founded value in the list. For
example, dataset X contained a ’monthly’ update periodicity,
so it was checked if the last dataset update had been done in
the last month. If the value returned for the periodicity was
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anything other than the one in the list above, such as <update
frequency: ’on demand’>, the calculation was impossible,
and the dataset could not be counted.

• National Statistics and National Map (IBGE/IPEA):
IPEA did not return - in its metadata - freshness data
of the datasets. As for the IBGE, of its 424 datasets,
53 had freshness information, of which only 2 were up
to date according to the calculations made between the
informed update window and the last modification of
the dataset. That is 3.77% of up-to-date datasets, of the
total, that contained freshness data;

• Legislation (Federal Senate): For the only available
dataset, there was no freshness information on meta-
data;

• Election Results (TSE): Of its 144 datasets, 20 had in-
formation about freshness, and none - according to the
informed update window - was up to date;

• Government Budget and Spending
(CGU/TCU/BNDES): For TCU it did not contain
new information in its datasets. For CGU, of its 43
datasets, 12 had freshness information, that is, 27.91%.
Of these, none of the 12 were up to date. As for the
BNDES, 58.7% of its datasets had freshness informa-
tion. That is, out of a total of 46, 27 had metadata with
freshness information. And of the 27 with freshness
information, all were up to date;

• Pollutant Emissions (MMA/IBAMA): For MMA,
6.06% contained freshness information - 4 out of 66
datasets reported freshness metadata - of these, 25.0%
or only 1 was up to date. This scenario should be
looked at carefully because despite the percentages
of updates being relatively considerable, the amount
of datasets available in total is under 100, which is a
low amount. For IBAMA, 56.25% contained freshness
information - 18 out of 32 datasets reported freshness
metadata - of these, 18 were up to date;

• Water Quality (ANA): Despite containing a relevant
amount of datasets - if considered with other govern-
ment bodies - 300, the ANA agency returned that 0
datasets are up to date, which drew attention during this
study. Occasionally, in this case, due to the quality of
the ANA results in other analyses, it was manually veri-
fied that, in fact, this field does not exist in the metadata
of the datasets, so in this case, it was not possible to ver-
ify if the data is updated or not;

• Weather forecast (INMET): INMET has a total of
datasets: 56, of which 13 or 23.21% with freshness in-
formation. Only 7.69% or 1 dataset was up to date;

• Land Ownership (INCRA): INCRA has only one avail-
able dataset and no freshness information.

6 Conclusions
The quantity analysis validated 1817 datasets from 196
groups contained in nineteen open data portals, which are
subdivided among twelve open data portals of the states, two
open data portals in Brazil and the Federal District, and five
government agency portals with their open data portals, such
as TSE, BNDES, MMA, IBAMA, and ANA.

Although Brazil has 26 states, less than half, only 11, have
an open data portal with standard exposure using CKAN -
widely used in countries that expose their data. However,
of those who do not expose their data with standardization,
even though some, such as Rio de Janeiro, have an open data
portal, this demonstrates a willingness and understanding of
the importance of this subject.
Although states without portals with standards demon-

strate knowledge of the importance of open data, this high-
lights one of the main difficulties reported in the study, the
lack of promotion and dissemination of the importance of
having standards in data exposure so that it is possible to
reuse data, or apply systematic studies, for example, through
multiple data portals in different geographic locations.
The analysis of dimensions was important for a deeper

dive into the data, according to important issues for the popu-
lation, such as pollutant emissions and national statistics. For
this category, manual searches were carried out to verify the
existence of open data portals of federal government agen-
cies nationwide responsible for making these services avail-
able to Brazilian citizens. For example, the federal bodies
IBGE and IPEA represented the national statistical dimen-
sion, and the pollutant emission dimension was represented
by the institutions MMA and IBAMA.
It was perceived that important federal government orga-

nizations, such as the Federal Senate, despite having a trans-
parency portal, do not have their own open data portal (dif-
ferent purposes). The analyzed data was accessed via the
Brazilian open data portal, and with a number of datasets less
than 100, it is a low quantity compared to other organizations
such as IBGE, which contains more than 400.
Regarding the category ”is the data machine readable” of

the dimensions that had a relevant volume of data (exclud-
ing Legislation and Land Ownership), all had at least 50%
of their data readable by machines, that is, capable of reuse.
The Water Quality dimension was the exception with 15%.
The category ”Available in bulk?” of the dimensions that
had data (excluding Land Ownership), all had at least 80% of
their resources successfully accessed. Despite the high vol-
ume, 80%, of resources available in bulks, the value needs
to be looked at carefully, as having 80% of the data available
does not mean a relevant volume of resources, it just means
that, from those made available, there was a high possibility
of success in the access.
The last two categories evaluated were those with the

worst indicators for all dimensions, representing the difficul-
ties read in related materials, which is: unclear licensing, as,
for the most part, the analyzed dimensions have licenses of
the type: ’License not specified’, ’Unspecified License’ and
’Other (Open)’, when specified. Regarding the resources be-
ing up-to-date, in all dimensions, less than 10% of the re-
sources proved to be up-to-date or did not have enough meta-
data for correct freshness analysis.

6.1 Future Work
One of the biggest concerns in our society is privacy, which is
identified as a fundamental political, regulatory, and legisla-
tive challenge of the 21st century, with the scope of privacy
being expanded to cover different aspects, including control
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over information, human dignity, intimacy, and social rela-
tionships. The unauthorized manipulation, collection, and
use of personal data raises important ethical and privacy is-
sues Sokolovska and Kocarev [2018].
Personal data protection laws such as LGPD10 in Brazil

and GDPR11 in Europe are in force, in order to control the
availability and access of personal data on the internet, seek-
ing to preserve people’s right to privacy. Given the nature of
this study, open data, the evolution of this work must contain
the verification of compliance with Brazil’s data protection
law, LGPD, on open data portals, considering the question:
”Is there personal data exposed on portals of open data in
Brazil?” to notify public organizations if exposed personal
data is found, which is a clear violation of human rights12.
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