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Abstract Unmanned Aerial Vehicles (UAVs) and communication systems are fundamental elements in Mission
Critical services, such as Search and Rescue (SAR) operations. UAVs can fly over an area, collect high-resolution
video information, and transmit it back to a ground base station to identify victims through a Deep Neural Network
object detection model. However, instabilities in the communication infrastructure can compromise SAR opera-
tions. For example, if one or more transmitted data packets fail to arrive at their destination, the high-resolution
video frames can be distorted, degrading the application performance. In this article, we explore the relevance of
computer vision application information, complementing the functionalities of Radio Access Network Intelligent
Controllers for managing and orchestrating network components, through FramCo - a frame corrupted detection
based on EfficientNet. Another contribution from this article is an architectural element that explores the compo-
nents of the Open Radio Access Network (O-RAN) standard specification, with an assessment of a complex use case
that explores new market trends, such as SAR operations assisted by UAV-based computer vision. The experimen-
tal results indicate that the proposed architectural element can act as an external trigger, integrated into the O-RAN
cognitive control loop, significantly improving the performance of applications with sensitive Key Performance
Indicators (KPIs).
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1 Introduction

The financial impact generated by natural disasters on the
global economy is considerable. In addition to economic
losses, disasters can impact wildlife and reap thousands of
human lives [Our World in Data, 2024]. Immediately after
a disaster occurs, Search and Rescue (SAR) operations be-
gin. These operations are critical because time is vital and
any delay can result in severe consequences, e.g., loss of
human lives [Roldan et al., 2019]. Unmanned Aerial Vehi-
cles (UAVs) can perform SAR missions autonomously, thus,
reducing human demand. UAVs are agile, fast, have low op-
erating costs, and can be used to fly over an area where the
victims can be located. UAVs can collect high-resolution
video information and transmit it to the vehicular ground
Base Station (BS). Some UAV models [Da Jiang Innova-
tions, 2024] perform real-time video capture and transmis-
sion with a maximum rate of 80 Mbps and a frame rate of 30
frames per second (fps) under favorable communication dis-
tances and conditions. In this context, the video content col-
lected byUAVs can be processed by software solutions based
on Artificial Intelligence (AI) and Machine Learning (ML)
techniques, which run as edge computing services, as illus-
trated in Figure 1.
Communication systems are also essential in SAR opera-
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Figure 1. SARs assisted by UAVs.

tions, allowing the integration of UAVs and improving these
operations [Macedo et al., 2022a]. However, some tech-
nological challenges need to be overcome. Current com-
munication networks do not support the demands of highly
dynamic scenarios such as SAR operations integrated with
UAVs. This situation worsens in disaster scenarios, where
the network infrastructure may be affected and often does
not allow continuous communication between several teams,
including UAVs. The adaptability of the network has been in-
vestigated, considering 5th Generation (5G) and Beyond 5G
(B5G) scenarios through AI as a managing and orchestrating
tool that makes up the communication infrastructure [Both
et al., 2022]. Moreover, standardization efforts toward AI-
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powered communication networks are being disseminated by
different organizations such as 3rd Generation Partnership
Project (3GPP), European Telecommunications Standards
Institute (ETSI), and Open Radio Access Network (O-RAN)
Alliance [3GPP-TR22.125, 1 09; Wang et al., 2020; O-RAN
Working Group 2, 1 10].
This work explores the features of the Artificial Intelli-

gence/Machine Learning (AI/ML) components that integrate
the RAN Intelligent Controllers (RICs) [O-RAN Working
Group 1, 2 03] specified in the O-RAN reference architec-
ture [Polese et al., 2022]. We consider a scenario involv-
ing User Equipment (UE) as a UAV connected to an O-RAN
ground vehicle BS, collecting high-resolution video in real-
time and transmitting it to a Deep Neural Network (DNN)
object detection model [O-RANWorking Group 1, 2 03]. In
this scenario, external application information is essential to
support the O-RAN AI/ML components. For example, the
quality of the video frames that arrive at the DNN object de-
tection model is fundamental to supporting critical mission
operations assisted by UAVs. To the best of our knowledge,
only our previous paper Macedo et al. [2022a] presented an
initial approach to the problem. However, it lacks a com-
ponent that can act as an external trigger, integrated into the
O-RANcognitive control loop, with the aim of improving the
performance of applications with sensitive Key Performance
Indicators (KPIs), such as SARs operations.
In this article, we propose FramCo, a frame corrupted de-

tection for the intelligent controller O-RAN that assists UAV-
based mission-critical operations. The frame corrupted de-
tection is based on DNN image classification model with a
Convolutional Neural Networks (CNNs) architecture called
EfficientNet [Tan and Le, 2020], and is used as an exter-
nal trigger integrated into the O-RAN cognitive control loop,
with the aim of improving the performance of UAV-based
computer vision applications in SARs operations [Macedo
et al., 2022a]. By acting as a complementary element to
UAV-based computer vision applications, FramCo assumes
the same requirements of computer vision applications. In
this sense, the UAVs involved must be able to capture and
transmit 4K images resolution at 30 fps. Factors such as
flight time, speed, and autonomy are relevant for SARs op-
erations but do not impact FramCo’s functionality, since it
is not running on the UAV. FramCo operates on a nearby
infrastructure located at the edge, as illustrated in Figure 1.
The main contributions of this work are: (i) show the fea-

sibility of the O-RAN AI pipeline to support mission-critical
operations assisted by UAV; (ii) analyze the information
quality provided by external applications in the internal op-
eration of the O-RAN AI pipeline; (iii) explore the usage of
DNN to enhance O-RAN components providing support to
an AI application in SAR operation. FramCo exhibits at least
90% accuracy in classifying corrupted frames, even under
high packet loss.
The remainder of this article is organized as follows. Sec-

tion 2 presents the related work concerning 5G/B5G, consid-
ering the main initiatives towards AI solutions, UAV, and
SARs operations. Section 3 introduces O-RAN reference ar-
chitecture explaining how our AI pipeline can enhance O-
RAN components. Section 4 shows the experiments with AI
for UAV-based SAR operations. Finally, conclusions and

future work are discussed in Section 6. Moreover, Table 3
summarizes the commonly-used acronyms.

2 Related work
In recent years, telecommunications standardization bodies,
e.g., O-RAN, ETSI, and 3GPP, have focused on specifica-
tions tomake the 5G ecosystemmore efficient and optimized.
Much of the effort is towards AI and ML to deal with the
complexity of new applications and use cases presented by
existing market trends. Moreover, critical mission applica-
tions using UAVs have been widely investigated in the liter-
ature [Shule et al., 2020] [Kulkarni et al., 2020] [Hellaoui
et al., 2023], which must be supported by telecommunica-
tions infrastructure [3GPP-TR22.125, 1 09; Roldan et al.,
2019]. However, many applications have requirements be-
yond the capabilities of the elements that make up these in-
frastructures [Wu et al., 2021].
In Zhou et al. [2019], the authors present concepts about

expanding the use of AI at the Edges of the Network, giv-
ing rise to the concept of Edge Intelligence (EI). In the ar-
ticle, the authors survey recent advances in EI, listing archi-
tectures, frameworks, and emerging key technologies for a
deep learningmodel toward training/inference at the network
edge. For the authors, one of the main challenges is the lim-
ited computing and storage resources at the network edge,
which can affect the performance and accuracy of edge in-
telligence models. Still on the use of AI at the edge of the
network, Xu et al. [2020] present a comprehensive survey
that covers the architectures, challenges, and applications of
Edge Intelligence. The work is structured based on four pri-
marymainstays: edge caching, edge training, edge inference,
and edge offloading. For each of them, the authors discuss
the main problems from a practical perspective, present the
techniques that can be adopted for each of these problems,
and discuss the objectives of applying each of the techniques.
In Shule et al. [2020], the authors provide an overview

of the challenges in aerial navigation and navigation involv-
ing multiple UAVs. The work highlights requirements as-
sociated with constant monitoring of the location of UAVs,
where, depending on the scenario, there is a need for a high-
precision solution, capable of providing real-time informa-
tion in the order of tens of centimeters, or in some cases
more extreme, in the order of centimeters. These demands
are directly associated with the capacity of the communica-
tion infrastructure to provide robust and real-time connec-
tivity, when we consider the use of UAVs in some more
extreme scenarios, such as SAR operations. In this sense,
Kulkarni et al. [2020] explore a scenario of a SAR operation,
assisted by a single UAV, in an indoor environment, where
the Global Position System (GPS) signals tend to not present
satisfactory levels of reliability. The authors consider that
the victims to be rescued have smart devices that emit Radio
Frequency (RF) signals. Through the RF signals, they try
to locate victims as quickly as possible, using reinforcement
learning techniques.
In Hellaoui et al. [2023], the authors explore the chal-

lenges of providing multiple services in unmanned UAVs
communication networks. The authors propose a solution
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Figure 2. High-resolution frames: without distortion and boundary-box people and with packet loss conditions.

for resource allocation and UAV deployment to support
Ultra-Reliable Low Latency Communications (uRLLC) and
Enhanced Mobile Broadband (eMBB) for the Internet of
Things (IoT) in a UAV-enabled aerial access network. The
proposed solution is based on two interactive algorithms,
aimed to optimize uRLLC and eMBB services, balancing of
the effective rate and the transmission delay.
In Saif et al. [2023], the authors discusses aspects related

to the role of UAVs in mission critical operations. The
authors demonstrate that UAVs are relevant in disaster re-
sponse, providing expanded coverage, fast deployment, im-
proved connectivity, energy efficiency, and low cost solu-
tions. The authors consider some aspects of 5G technology
to be relevant, in particular its ability to provide improved
performance, ultra-low latency, expanded coverage, resilient
connectivity and energy efficiency. According to the authors,
all these aspects are essential to improve communication ca-
pabilities and support an effective approach to the use of
UAVs.
In Wu et al. [2021], the authors discuss concepts of deep

learning-based UAV object detection and tracking methods.
Due to efficient and adaptive data gathering UAVs capabil-
ities, they arise as a point of interest in Computer Vision
(CV) applications. According to the authors, deep learning-
based object detection from UAV videos faces many chal-
lenges, such as image degradation, uneven object intensity,
small object size, and real-time problems such as perspec-
tive specificity, background complexity, and scale. How-
ever, recent advances in wireless communication and infor-
mation compression technology, enable a higher data rate
and longer transmission distance, making almost no-delay
data link transmission possible and so making the process-
ing of images obtained from UAVs viable.
In Alawada et al. [2023], the authors propose a disaster

and crisis management system using UAVs for smart cities to
optimize UAV routes to reduce energy consumption and im-
prove effectiveness in disaster response. The authors explore
disaster-affected areas and direct UAVs to identify groups
of victims using a swarm-based optimization algorithm and
analyze performance metrics such as delay, throughput, and
performance. While the work provides a solid foundation
for using UAVs in smart city disaster and crisis management
through the implementation of a swarm optimization algo-
rithm to manage UAV paths efficiently, FramCo goes a step
further by employing AI to detect frame corruption in video
data, a common issue in UAV-transmitted video streaming

under poor connectivity conditions. This approach repre-
sents a significant step forward in the field of UAV communi-
cations, offering enhanced capabilities for disaster response
and other critical applications compared to existing systems
that primarily focus on optimizing UAV navigation and data
collection without addressing the quality of the transmitted
data.
Recent research proposes adopting DNN models, generat-

ing, as a consequence, a high throughput between edge and
cloud networks in the context of UAVs-based computer vi-
sion applications. For example, Li et al. [2022b] present a
set of use cases, providing an overview of deployable 5G
network concepts, including architecture options, system per-
formance analysis, and coexistence. The same authors Li
et al. [2022a] provide an overview of service requirements
for public safety mission-critical communications, identify-
ing key technical challenges and explaining how 5G New
Radio (NR) features evolved to meet the emerging safety
critical needs. Using AI/ML at the edge of the network
has become more robust with the O-RAN Alliance, which
arises with the general objective of standardizing an architec-
ture and a set of interfaces to Radio Access Network (RAN)
[Polese et al., 2022]. In this sense, FramCo makes use of the
concepts presented in these works, demonstrating the feasi-
bility of an AI-driven approach, which not only improves the
robustness of data transmission from UAVs in challenging
communication environments but also demonstrates a spe-
cialized solution that directly contributes to the effectiveness
of SARoperations, highlighting the potential of AI to address
challenges in the context of public safety communications
supported by 5G.
In Bertizzolo et al. [2021], the authors address the chal-

lenge of enabling high data-rate uplink cellular connectiv-
ity for UAVs within the context of 5G O-RAN architectures,
highlighting the specific issues that arise when UAVs, which
are more likely to have line-of-sight (LoS) connections to
base stations, engage in high data-rate transmissions (e.g.,
video streaming). According to the authors, this situation
potentially leads to uplink inter-cell interference and perfor-
mance degradation for neighboring terrestrial users. The au-
thors propose a low-complexity, closed-loop control system
designed for O-RAN architectures that jointly optimizes the
UAVs spatial location and transmission directionality. Al-
though the system proposed by the authors demonstrates the
feasibility of supporting efficient video streaming, reducing
the impact of uplink interference on the network, external
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factors related to different use cases can influence the results
presented in real scenarios. In this sense, an approach that
directly integrates AI into the application and communica-
tion layers of the infrastructure, similar to that presented in
FramCo, becomes extremely relevant.
Our earlier work Macedo et al. [2022a] explores AI and

ML components of O-RAN specification, aiming to im-
prove support for UAV-based computer vision applications
in SARs operations via RICs. We emulate a scenario in
which a certain number of data packets may fail to arrive
at the destination, producing different levels of degradation
in the high-resolution video frames. The left side of Fig-
ure 2, illustrates a high-resolution frame in its original state,
without any distortion, the right side illustrates a corrupted
frame, reconstructed with corrupted pixels after being trans-
mitted through a communication infrastructure with instabili-
ties. The results showed the correlation between instabilities
in the communication infrastructure and the degradation of
the DNN object detection model. Despite the promising re-
sults, there is a relevant gap assuming that the DNN object
detection model has a specific objective, e.g., maximizing
the number of detected victims. Moreover, a second issue of
service metrics needs to be improved to correctly indicate the
performance degradation in the UAV-based computer vision
application to the AI and ML components from RICs.
While packet loss and throughput reduction naturally im-

pact video quality negatively, it is not trivial to map this
degradation in the service metric, i.e., the number of detected
victims. Furthermore, our previouswork did not explore how
external information is incorporated into AI and ML compo-
nents from RICs. O-RAN already describes this function-
ality but focuses on the network infrastructure, not specific
services or applications. This article approaches these two
issues.
Table 1 summarizes how the state-of-the-art directly relate

to this work and compares the works according to the main
elements for supporting UAV-based critical missions, i.e.,
UAVs, O-RAN, AI, computer vision application, cloud, and
critical mission operations. Section 3 presents the O-RAN
architecture and the incorporation of an external source of
information to AI and ML components from RICs, focused
on the context of improved support for UAV-based computer
vision applications in SAR operations.

3 Frame corrupted detection for RIC
to assist UAV-based mission-critical
operations

The 5G specification introduces considerable improvements
over previous generations. Features such as increased band-
width, improved data transmission speed, and low latency al-
low for near-real-time communication of massive volumes
of information [3GPP-TR22.125, 1 09]. These features are
essential in UAV-based mission-critical operations, where
data collection, analysis, and sharing in near-real-time are
relevant to saving human lives. Moreover, the low latency
of 5G significantly contributes to better control of UAVs,
making them more precise when remotely operated by res-

cue teams.
We adopted the following assumptions for building the

corrupt frame detection considering UAV-based mission-
critical operations: (i) SAR operation as a critical mission;
(ii) application requirements associated with KPIs of a DNN
object detection model based on high-resolution real-time
video; (iii) UAV-based high-resolution video stream; (iv)
DNN image classification model for application monitoring
through frame corrupted detection, and (v) 5G O-RAN net-
works specifications, due to its flexibility and components
disaggregation.
Considering the five assumptions, the O-RAN reference

architecture was structured based on four guidelines:

• Virtualization. Introduction of new components to
manage and optimize the network infrastructure and its
operations, covering edge-positioned systems as well as
virtualization platforms.

• Disaggregation. Division of the BS into Central Unit
(CU), Distributed Unit (DU), and Radio Unit (RU), fol-
lowing the 3GPP recommendations for the RAN seg-
mentation.

• Open interfaces. The inclusion of open interfaces con-
necting different O-RAN architecture components en-
ables competition between suppliers and allows inter-
operability between the CU, DU, and RU.

• Intelligent, data-driven control through RICs. Com-
ponents programmability, allowing the execution of op-
timization routines that orchestrate the RAN.

Figure 3 illustrates our view of the interaction between the
frame-corrupted detector and the components of the O-RAN
reference architecture. UE Layer represents a UAV carry-
ing a high-resolution camera, flying over an area, collecting
high-resolution video information, and transmitting it back
to vehicular ground BS. O-RAN Layer represents the refer-
ence architecture of O-RAN [Polese et al., 2022], acting in
a mission-critical scenario. Edge Computing Service Layer
contains a DNN object detection model for processing high-
resolution video information and a DNN image classification
model that integrates with the O-RAN architecture for pro-
viding control information about the object detection appli-
cation.
The interactions between the reference architecture ele-

ments are also illustrated in Figure 3 through several control
loops. The control loop labeled with purple color is responsi-
ble for updatingUAV control with insights produced by third-
party applications, i.e., xApps and rApps designed to provide
value-added services to support the RAN optimization pro-
cess. The control loop labeled with red color acts in the near-
real-time RAN Intelligent Controller (near-RT RIC) with in-
sights produced by the non-real-time RAN Intelligent Con-
troller (non-RT RIC). The control loop labeled with green
color performs Next Generation Node Base (gNB) optimiza-
tion with insights produced by near-RT RIC, while the con-
trol loop blue does the same for eNB. Finally, the control
loop labeled with yellow color reports information about ap-
plication performance, which is performed through the X1
interface by the frame-corrupted detector to the rApps.
In the following, we present additional information about

RICs, rApps, xApps, Service Management and Orchestra-
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Article UAV O-RAN
basic AI Computer

Vision Cloud Critical
Mission

O-RAN
with Enrichment
Information

[Zhou et al., 2019] ✓ ✓
[Shule et al., 2020] ✓ ✓
[Kulkarni et al., 2020] ✓ ✓ ✓ ✓
[Hellaoui et al., 2023] ✓ ✓ ✓
[Wu et al., 2021] ✓ ✓ ✓ ✓
[Li et al., 2022b] ✓ ✓ ✓
[Alawada et al., 2023] ✓ ✓ ✓
[Li et al., 2022a] ✓ ✓ ✓
[Polese et al., 2022] ✓ ✓ ✓
[Saif et al., 2023] ✓ ✓ ✓
[Bertizzolo et al., 2021] ✓ ✓ ✓ ✓
[Macedo et al., 2022a] ✓ ✓ ✓ ✓ ✓ ✓
This work ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1. UAVs assisted byAI/ML and focused on critical mission operations over 5G infrastructures exploring computer vision applications.
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Figure 3. O-RAN reference architecture with mission-critical operations on
computer vision applications.

tion (SMO), O-RAN open interfaces, the DNN object de-
tection model, the DNNs image classification model, and
how integrating these AI elements with intelligent controller
O-RAN can improve enhanced support for mission-critical
operations assisted by UAVs.

3.1 Service Management and Orchestration
Framework

SMO handles all management, orchestration, and au-
tomation procedures to control RAN components. The
non-RT RIC is part of SMO, as illustrated in Figure 3.
Through the A1 and O1 interfaces, the SMO components in-
teract with the other components, enabling the data collec-
tion to serve as input to AI/ML models. The outputs of the
AI/ML models are intended to facilitate network monitoring
and control [O-RAN Working Group 2, 1 10].

3.2 E2, O1, and A1 Interfaces
One of the O-RAN structuring guidelines was the inclusion
of the E2, O1, and A1 open interfaces, connecting differ-
ent architecture components and enabling interoperability
among CU, DU, and RU. The E2 interface interconnects
the CU and DU elements to the near-RT RIC. Through
this interface, the near-RT RIC can collect RAN metrics and
act in control procedures of the CU and DU elements [O-
RAN Working Group 3, 2 03]. The O1 interface enables
SMO to manage the lifecycle of O-RAN components. It
is an interface focused on operation and maintenance activ-

ities, allowing initialization/configuration activities of com-
ponents and performance assurance control [O-RAN Work-
ing Group 1, 1 02]. The A1 interface connects non-RT RIC
and near-RT RIC. Through this interface, non-RT RIC can
forward high-level optimization goals and manage ML mod-
els (e.g., deploy, update, or uninstall ML trained models used
in xApps) [O-RAN Working Group 2, 1 07, 1 10].

3.3 Non-real-time RAN Intelligent Controller
The non-RT RIC is contained inside the SMO and is one of
the core components of the O-RAN reference architecture. It
was designed to handle the near-RT RIC, to support the ex-
ecution of third-party applications, acting on control actions
over the RAN, with timescales larger than 1 s. Furthermore,
because it is located inside the SMO, non-RT RIC can influ-
ence the SMOoperations and indirectly control all RAN com-
ponents connected to SMO through the A1 andO1 open inter-
faces. The non-RT RIC is composed of three main elements,
as illustrated in Figure 4: (i) Data management and exposure
component are responsible for managing data and exposing
services in the context of SMO, e.g., incorporating the inter-
nal information produced byO-CU/O-RU and the external in-
formation produced by FramCo to the AI/ML workflow; (ii)
rApps are designed to provide value-added services to sup-
port the RAN optimization process; and (iii) AI/ML work-
flow is responsible for the first steps that make up the cogni-
tive control loop. Determining how to position each AI/ML
workflow element depends directly on the characteristics of
the use case [O-RAN Working Group 2, 1 10]. Considering
improved support for mission-critical operations assisted by
UAV, the elements that make up the AI/ML workflow are
distributed between non-RT RIC and near-RT RIC.
The non-RT RIC box at the top of Figure 4 presents the

rApps, the non-real-time ML workflow, and the data man-
agement and exposure component. The near-RT RIC box
at the bottom of the figure shows the xApps and the infer-
ence host responsible for real-time insights throughMLmod-
els. O-CU/O-DU provides data for non-RT RIC ML work-
flow offline training, represented by the number 1 arrow.
Moreover, FramCo provides external data for non-RT RIC
ML workflow training, represented by number 2. O-CU/O-
DU provide data for near-RT RIC ML online learning, repre-
sented by number 3. The near-RT RIC ML online learning
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can interchange ML training models, stored at non-RT RIC
ML model repository, represented by the number 4 arrow.
The near-RT RIC ML online learning can deploy ML mod-
els and receive performance feedback information for online
learning from the inference host, shown by number 5. The
sync labeled with blue color provides ML decision insights
to xApps. The sync labeled with red color is responsible for
control action and guidance over RAN components.
The AI/ML non-RT RIC workflow is distributed into fol-

lowing four main steps:

• Data collection/processing - AI/ML models can be
used to compose the cognitive control loop focus on im-
proved support for mission-critical operations assisted
by UAV. An appropriate AI/ML model to work with
resource forecast may not be suitable for anomaly de-
tection or Quality of Service (QoS) assurance. Each
AI/ML model can use a specific data type with distinct
granularity and collect over different time scales. The
data collection/processing step obtains the data over the
O1, A1, E2, and X1 interfaces, formats, and models
these data according to the AI/MLmodel specifications.

• AI/ML trained model fine-tune - An AI/ML model
needs to be trained and tested before being deployed
in the network infrastructure. A completely untrained
AI/ML model will not be deployed in the network [O-
RANWorkingGroup 2, 1 10]. AnAI/ML trainedmodel
fine-tune runs online fine-tune and updates AI/MLmod-
els previously trained offline.

• Validation/publishing - An AI/ML trained model must
be validated to ensure reliability. If the validation step
is successful, the AI/ML model becomes available in
the ML model repository. However, if any anomaly is
detected, the AI/ML model returns to the previous step.

• Deployment - A trained and validated AI/ML model
can be deployed in containerized image format or

through an AI/ML model description file [O-RAN
Working Group 2, 1 10]. Once the AI/ML model is de-
ployed and activated, online data produced by the com-
munication infrastructure elements will be used for in-
ference and actuation in control procedures, which in-
clude: (i) 3GPP and Non-3GPP events across all dif-
ferent managed elements over O1 and E2 interfaces,
and (ii) Enrichment information from non-RT RIC to
near-RT RIC over A1 interface.

The network conditions could be highly dynamic, con-
sidering that this work involves detecting possible victims
through high-resolution video analysis with DNN models
and that this video is streamed in real-time by a UAV. The re-
quirements for the AI application and the mission objectives
may change over time. In this sense, it is the responsibility
of mission-critical rApp to enrich the Performance evalua-
tion and Optimization loop placed in near-RT RIC. This en-
ables mission-critical xApp to act in near-real-time changes
to RAN components in scenarios that can produce broad im-
provement in the SAR operation.

3.4 Near-real-time RAN Intelligent Con-
troller

The near-RT RIC connects O1, A1, and E2 interfaces, in
addition to host the xApps and the components required to
operate and manage the xApps. We placed the ML infer-
ence host as part of near-RT RIC, considering improved sup-
port for mission-critical operations assisted by UAV and con-
trol of KPIs with low latency demand and uplink/downlink
service asymmetry. After training and validation steps in
non-RT RIC, ML models are deployed int the near-RT RIC
inference host.
We consider the existence of a Data Analytics component

inside near-RT RIC, which can contain several ML data an-



FramCo: Frame corrupted detection for the Open RAN intelligent controller to assist UAV-based mission-critical operations Macedo et al. 2024

alytics models. Each component is trained and actuates in
a specific context, such as working in a UAV context deci-
sion, e.g., navigation commands or flight status data report-
ing, or decision making associated with RAN control action
and guidance. The outputs produced by ML Data Analyt-
ics components may correlate with the following actions: (i)
Load Balancing, (ii) Anomaly Detection, (iii) Mobility Pre-
diction, (iv) Resource Forecast, and (v) QoSAssurance. Con-
sidering improved support for SAR operations, these correla-
tions are explored by the decision engine to generate actions
aimed at RAN resource scaling, QoS targeted at SAR opera-
tion, and UAV mobility management. Finally, through a reg-
ular synchronization process, the insights generated by the
near-RT RIC inference host stimulate xApps to actuate on the
RAN elements, generating a cognitive control loop, able to
actuate on the elements of the communication infrastructure
to improve support for mission-critical operations assisted by
UAV.
Data produced by O-RAN internal components are

collected through the O1 interface and forwarded to
non-RT RIC, as shown in Figure 5. Moreover, external data
is collected through the X1 interface and used to train the
AI/ML elements. This point appears out as a relevant contri-
bution of this work. Considering a scenario, where the entire
communication infrastructure must support an AI/ML appli-
cation, collecting data about the health status of this applica-
tion and using this data to fine-tunningAI/MLmodels, aimed
at operating the communication infrastructure becomes quite
relevant. This is provided by FramCo. Through the X1 in-
terface, metrics about the quality of frames delivered to You
Only Look Once (YOLO) are collected and used to train in-
ternal AI/ML internal elements. AI/ML workflow involves
non-RT RIC and near-RT RIC. The AI/ML elements are
trained, validated, and can be internally deployed and stored
in non-RT RIC. These same trained elements can be for-
warded and deployed in the inference host through the A1 or
O1 interfaces to actuate in the performance evaluation and
optimization loop. Inside the performance evaluation and
optimization loop, data produced by O-RAN internal com-
ponents are used for online learning. The training host con-
tinuously manages the AI/ML models. When it detects se-
vere performance degradation, it can request the stored (pre-
viously well-performing) AI/ML model from the ML model
repository in the non-RT RIC.
In the following, we discuss details of the DNN object

detection model, the DNN image classification model, and
how integrating these AI elements with intelligent controller
O-RAN can improve enhanced support for mission-critical
operations assisted by UAVs.

3.5 DNN object detection model
We use DNN YOLO v3 [Redmon and Farhadi, 2018] for ob-
ject detection. The object detection task determines the lo-
cation and the class of certain objects present in a particular
video frame, i.e., in an image. In SAR operations, the “ob-
jects” of interest are potential victims to be rescued by the
search teams. YOLO suits this task because it goes straight
from the image pixels to the bounding box coordinates and
probabilities of each object class involved.

YOLO divides each video frame into an S×S grid of cells.
Another cell grid is responsible for predicting each object in
the image. Each cell grid can also predict bounding boxes
that delimit the detected objects, as illustrated in Figure 6.
The bounding box prediction has the following components:
(i) x and y coordinates representing the center of the box, (ii)
w and h values corresponding to the bounding box dimen-
sions that delimit the detected object, and (iii) the confidence
value reflecting the presence or absence of an object of any
of the class considered. YOLO can identify objects in an im-
age and classify them according to predefined classes using
the Intersection over Union (IoU) metric [Rezatofighi et al.,
2019].
The accuracy of tools such as YOLO depends on the qual-

ity of the images used as input. In our context, the Distortion
Level (DL) in frames or even compression in the images pro-
vided to the tool can compromise the object detection process
and negatively affect the SAR operations. These distortions
can be caused by abnormal behavior in the communication
infrastructure, which needs to be tracked. Nevertheless, it
cannot count on YOLO to obtain information related to this
issue.

3.6 DNN image classification model

We employed CNN EfficientNet [Tan and Le, 2020] as the
main component to detect the corrupted frames. EfficientNet
uses compound coefficients to scale up models effectively.
Instead of randomly scaling up over the three dimensions,
compound scaling scales all three dimensions while main-
taining a balance between these dimensions of the network.
Formally, a CNN can be defined as follows:

N =
⊙

i=1...s

FLi
i

(
X⟨Hi,Wi,Ci⟩

)
, (1)

where i represents the stage number, Fi defines the convolu-
tion operation for the ith stage, and Li represents the number
of times Fi is repeated in stage i. Hi , Wi, and Ci denote the
input tensor shape for stage i [Tan and Le, 2020]. Finding
a set of proper coefficients to scale deep (Li), width (Ci),
and input resolution (Hi and Wi) is a complex task since
the search space is huge. EfficientNet is formulated from
two ground rules to restrict the search space: (i) all layers
in the scaled models use the same convolution operations as
the baseline network, and (ii) these layers must be scaled uni-
formly with a constant ratio. Considering these rules, Equa-
tion (1) can be adjusted as follows:

N (d, w, r) =
⊙

i=1...s

F̂d·L̂i
i

(
X⟨r·Ĥi,r·Ŵi,w·Ĉi⟩

)
, (2)

where w, d, and r are scaling width, depth, and resolution
coefficients. F̂i, L̂i, Ĥi, Ŵi, and Ĉi are predefined param-
eters in the baseline network and substitute the previous co-
efficients. EfficientNet uses a compound coefficient to uni-
formly scale network width, depth, and resolution, as fol-
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Figure 6. YOLO bounding box for object detection.

lows:
depth: d = αϕ

width: w = βϕ

resolution: r = γϕ

subject to: α · β2 · γ2 ≈ 2
α ≥ 1, β ≥ 1, γ ≥ 1,

(3)

where ϕ is an integer value representing a global scaling fac-
tor controlling the available resources. α, β, and γ determine
how to assign these resources to depth, width, and resolution.
Based on the definition of the frame corrupted detection for

RIC to assist UAV-based mission-critical operations, we de-
scribe the sets of experiments and their results acting on the
communication infrastructure elements in the following.

4 Methodology and Results
We consider a SAR operation to demonstrate the usefulness
and flexibility of the O-RAN elements, in which a UAV
flies over an area where the victim is located, collects high-
resolution video information, and transmits it back to a ve-
hicular ground BS. Edge computing services are deployed at
the ground BS, processing local video, and providing control
information. DNN YOLOv3 [Redmon and Farhadi, 2018]
is employed to act as an object detection application. Fi-
nally, we use DNN EfficientNet [Tan and Le, 2020] to an-
alyze the frames’ quality, identify possible distortions, and
notify O-RAN AI/ML components. The methodology used
to carry out the experiments and their results are discussed
below.

4.1 Methodology
In our experiments, we employed the network configuration
illustrated in Figure 7. This configuration comprises a Cloud
node, O-RAN node, vehicular ground BS, and UE represent-
ing UAV emulated in a containerizedWeb server that streams
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a high-resolution video through the network. Our vehicular
ground BS node provides the communication, representing
the RAN. The BS node is emulated by a virtual switch cre-
ated byOpen vSwitch (OVS) and connects UE to the O-RAN
infrastructure. The cloud node represents where all the ser-
vices and applications external to O-RAN are running. In
our case, the cloud node hosts YOLOv3 and EfficientNet
models. We employ a node from the Open-Access Research
Testbed for Next-Generation Wireless Networks (ORBIT)1
[Testbeds, 2024] equipped with a 10-core Xeon(R) E5-2640
CPU@ 2.40GHz and a Tesla P100 12GB GPU to ensure the
requisite hardware capabilities. We also employed the Linux
Traffic Control (tc) [Linux Foundation, 2024] tool to emulate
different levels of packet loss in the experiments.

UE BS O-RAN
Cloud

YOLOv3 object detection

EfficientNet image classification

Figure 7. Network configuration used in the experiments.

In this work, the cloud node is composed of two elements:
(i) a Darknet algorithm with YOLOv3 [Redmon and Farhadi,
2018] pre-trained model with Pascal VOC dataset [Evering-
ham et al., 2015] and (ii) an EfficientNet image classifica-
tion model, trained using a large set of images (or video
frames) obtained exclusively from UAVs [Macedo et al.,
2022b]. Each video frame belongs to two possible classes: i)
images corrupted by packet loss in the communication infras-
tructure; and ii) original images without distortion. To gen-
erate corrupted images, we employed a Real Time Stream-
ing Protocol (RTSP) server to stream each original frame in
4K resolution and artificially injected packet loss, ranging
from 9% to 12%, using tc. This range of values was selected
to cover the specific region of interest in our study, based
on the visual results caused by packet loss. As we admin-
istered lower packet loss injections, distortions remained vi-
sually minor, gradually intensifying as we increased the per-
centages. Eventually, a significant portion of image content
was lost, resulting in increasingly pronounced and disruptive
distortions. Our approach made two versions of each video
frame available: a corrupted one and the original one.
To improve the evaluation of FramCo’s accuracy, we cat-

egorized the corrupted images into distinct levels. Thus, we
employed the ImageHash Python library [Buchner, 2022] to
compare each video frame transmitted by the communication
infrastructure with the original equivalent high-resolution
video frame. The results were categorized into five DLs. The
first DL is the most sensitive, where minimal differences be-
tween the two frames are considered. The sensitivity is re-
duced as the DL increases, so fewer differences are consid-
ered.
In our experiment, we stream a 4K video recorded by a

UAV, showing a group of people on the highway. The high-
resolution images are more suitable for smaller object detec-
tion [Zhang et al., 2021], and nowadays, there are several

1https://www.orbit-lab.org/

models of UAVs properly designed to capture 4K images.
We selected a 3-second video clip with a frame rate of 30 fps
for assessing the performance of our DNN object detection
model. To simulate a high-resolution video stream from a
UAV, we utilized a containerized FFmpeg instance deployed
on the UE and cloud nodes equipped with an RTSP server.
The FFmpeg instance on the UE was responsible for stream-
ing the video to the cloud nodes via the RTSP protocol. On
the cloud node’s end, the streaming data was received and
frames were extracted for subsequent use in both YOLOv3
object detection and the FramCo classification process.

As previously described, application information may be
useful to enrich the O-RAN cognitive control loop [Macedo
et al., 2022a]. In this work, this information is associated
with the quality of the frames delivered to the DNN object
detection model. This information is especially critical be-
cause corrupted frames can prevent the accurate detection of
objects positioned within these frames during the image re-
construction process. Bandwidth, high latency, and packet
loss are the most common factors contributing to increased
corrupted frames [Nishio et al., 2021]. Figure 8 shows the
behavior of the YOLOv3 object detection in a scenario of
packet loss.
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Figure 8. YOLO behavior in a scenario of packet loss.

The x-axis represents a video stream timeline (fps), and
at a given moment, we note a disturbance in the average of
the recall caused by an increased packet loss, and the val-
ues returned to the previous averages. Frames transmitted
under normal communication infrastructure conditions (e.g.,
intervals 1 to 30 and 60 to 90 in Figure 8) are entirely re-
constructed and delivered to YOLOv3 object detection in a
format equivalent to that shown on the left side of Figure 2.
However, frames transmitted under abnormal conditions of
communication infrastructure (e.g., instabilities associated
with packet loss, illustrated by frames in the range 31 to 59
in Figure 8) are delivered to YOLOv3 object detection in a
format equivalent to that shown on the right side of Figure 2,
considerably impacting the functional object detection area
in the frame.
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Figure 9. Complete emulated scenario with the high-resolution video
stream and FramCo acting to correct instabilities in the communication in-
frastructure.

Figure 9 illustrates a complete emulated scenario where
FramCo employs the EfficientNet image classification
model to assess the quality of frames delivered to the
YOLOv3-based system, communicating any findings to the
O-RANAI/ML components that work to reestablish the com-
munication infrastructure. Label 1 illustrates the moment
when the communication infrastructure has an increase in
packet loss. This abnormal behavior causes the values asso-
ciated with YOLOv3 recall measures to be reduced consider-
ably. The same frames analyzed by YOLOv3 are also clas-
sified by FramCo, which identifies the anomaly at the mo-
ment indicated by Label 2, communicating any findings to
the O-RAN AI/ML components that work to reestablish the
communication infrastructure, indicated by Label 3. In the
experiments, the average time between the beginning of the
abnormal behavior of the communication infrastructure and
the detection of corrupted frames, with consequent activation
of the O-RAN AI/ML components by FramCo, is approxi-
mately 800 ms, which is an acceptable value considering a
SAR operation scenario and also considering performance
of DNN inference workloads [Liang et al., 2023]. Table 2
summarizes the main parameters used in the experiments and
their respective values. The GitHub repository 2 provides ad-
ditional details, including all configuration parameters used
in YOLOv3 and EfficientNet (e.g., initial weights, initial and
final learning rates, moving average decay, and classes).

Parameter description Value
Object Detection Algorithm YOLOv3 [Redmon and Farhadi, 2018]
Object Detection Dataset Pascal VOC [Everingham et al., 2015]
Image Classification

Algorithm EfficientNet [Tan and Le, 2020]

Image Classification
Dataset

UAV Images Packet
Loss Distortions [Macedo et al., 2022b]

Video Stream Duration 3 seconds
Video Stream Frame Rate 30 fps
Video Stream Resolution 4K (3840 x 2160 pixels)

Table 2. Parameters values used in the experiments.

4.2 Results
In Figure 10, we present the scores of recall and precision re-
ported by YOLOv3 along an experiment under normal condi-
tions, i.e., with the communication infrastructure presenting

2https://github.com/LABORA-INF-UFG/paper-CECK-2024

no packet loss. The X axis represents the evaluated frame
number and the Y axis represents the score value obtained by
YOLOv3 evaluation, concerning recall and precision. The
recall represents the true positive identification reported for
a given frame under normal conditions, and precision quan-
tifies the number of positive class predictions that belong to
the positive class. The average recall value near 0.6 is accept-
able because the frames were obtained from a UAV at a high
altitude. This characteristic represents a difficult scenario for
the detection of small objects [Zhang et al., 2021].
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Figure 10. YOLO behavior in no packet loss conditions - Original frames.

We assume that the performance of YOLOv3 presented in
Figure 10 is the best available, since there is no packet loss.
The impact of the packet loss is shown in Figure 11, which
presents the average recall and precision under degraded net-
work conditions. In Figure 11, the X axis represents the
percentage of packet loss in the communication infrastruc-
ture and the Y axis represents the score value obtained by
YOLOv3 evaluation, concerning recall and precision. The
performance is quite stable until a certain level, achieving
12% in our experiments, but there is a fast degradation be-
yond this point. This behavior illustrates the performance
degradation of an AI object detection application presented
in Figure 8, which may be correlated with the quality of the
frames transmitted by the communication infrastructure. In
our experiment, the majority of the frames transmitted un-
der packet loss above 12% were corrupted, looking similar
to right side of the Figure 2. Such degradation caused a lot
of frame information to be lost and made it impossible for
YOLO to identify people in the image. Moreover, these re-
sults show that FramCo can be used as an external trigger
integrated to the O-RAN cognitive control loop.

3 6 9 12 15 18
Packet loss (%)

0.0

0.2

0.4

0.6

0.8

1.0

Sc
or

es

Avg. Precision
Avg. Recall

Figure 11. YOLO behavior in no packet loss conditions - Distorted frames.
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In Figure 12, we present the inferred frame loss according
to the ImageHash as a function of the packet loss. The Y axis
represents the value obtained by ImageHash classification
function and the X axis represents the percentage of packet
loss in the communication infrastructure. The inferred frame
loss is affected by the assigned DL value. Lower DLs (specif-
ically, DL1 and DL2) may classify frames as lost even if they
exhibit minimal corruption, while higher DLs (specifically,
DL4 and DL5) classify frames as lost only when they are
nearly completely corrupted. The DL3 exhibited the highest
accuracy on classifying visually corrupted images.
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Figure 12. ImageHash categorization of frames transmitted by the commu-
nication infrastructure and delivered to the YOLOv3.

Figure 13 presents the FramCo accuracy as a function of
the packet loss. Each frame is delivered to YOLOv3 for ob-
ject detection and to FramCo for classification into two possi-
ble classes: (i) corrupted or (ii) not-corrupted. The accuracy
was determined by comparing the computed results to the
ground truth, which was established using the inferred frame
loss reported by the ImageHash tool. Specifically, a result
was considered correct when it was the same as the outcome
provided by ImageHash. The accuracy is at least 90% for
most DLs until a packet loss of 12% in our experiments. The
worst accuracy of FramCo is 80% in the presence of a packet
loss of 15%, which is also the point of highest divergence
among DLs, as shown in Figure 12. This can be partially
related to the training dataset, which is mainly composed of
images corrupted with packet loss levels ranging from 9%
to 12%. Therefore, FramCo exhibits a satisfactory perfor-
mance even in the most difficult scenario. At higher packet
loss rates, such as 18%, we observe DLs converging because
FramCo’s classification task becomes simpler. This occurs
because the frames are nearly 100% corrupted, as indicated
by all DLs in Figure 12.
FramCo can deliver relevant information to the SMO

through the X1 interface in the scenario presented in the ex-
periments. AI and ML components from RIC can act to im-
prove the communication infrastructure by correlating the ap-
plication metrics with the other traditional network metrics,
such as packet loss and delay. Moreover, the results show the
impact of the communication infrastructure in critical mis-
sion scenarios in which time is relevant, and performance
penalties can result in severe consequences. In this context,
adopting AI/ML is critical, but it is far from trivial, as illus-
trated.
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Figure 13. FramCo accuracy in an incremental packet loss scenario.

5 Discusions

The combination of AI, UAVs, and 5G networks, aiming to
improve support in SAR operations, represents an advance in
terms of efficiency and effectiveness. Our work highlights an
application of AI, based on YOLOv3, which analyzes frames
from a high-resolution video transmitted through the 5G com-
munication infrastructure, aiming to identify evidence of the
presence of victims and report the information collected to
a remote ground station. Moreover, AI is integrated into
the communication infrastructure and optimizes the infras-
tructure’s elements through EfficientNet [Tan and Le, 2020].
Considering the use of 5G communication infrastructure act-
ing in a SAR operation context as the main scope of our
work, we simplify the AI application scenario that makes
use of the 5G infrastructure through the use of a Darknet
algorithm with YOLOv3 [Redmon and Farhadi, 2018] pre-
trained model with Pascal VOC dataset [Everingham et al.,
2015] and detecting potential victims from images obtained
by UAVs.
Although the approach of simplifying the AI application

that uses 5G infrastructure shows promise from the point of
view of evaluating the behavior of the communication infras-
tructure, the results presented in Figure 10 exhibit limitations
in detecting potential victims, mainly in terms of the low re-
call observed in the experiments. This outcome can be at-
tributed to a classic computer vision problem associated with
the AI model’s difficulty in small object detection [Zhang
et al., 2021] in images captured from high altitudes, a com-
mon scenario in SAR operations. In this context, the dis-
cussion about the need for YOLO fine-tuning, specifically
trained with images obtained by UAV, is quite relevant from
the perspective of improving computer visionmodels. Given
that themain objective of our work is to demonstrate the inter-
action between 5G communication infrastructure and AI, an
AI model more aligned with real-world conditions and SAR
operations should significantly improve victim detection per-
formance. Even though helpful, using YOLOv3 [Redmon
and Farhadi, 2018] pre-trained model with the Pascal VOC
dataset should not be the ideal solution for the specificity and
complexity of images captured byUAVs at different altitudes
and conditions.
Additionally, the diversity of UAV models, each with

unique characteristics, e.g., from fixed wings to rotary wings
and the ability to fly at low or high altitudes [Zeng et al.,
2016], can influence the quality of captured and transmitted
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frames. In this context, building datasets that reflect this di-
versity and the variety of SAR scenarios, e.g., SAR opera-
tions in mountains or offshore, can significantly improve the
performance of computer vision models, such as those used
in this work. These datasets allow training AI models ca-
pable of considering specific visual details of each situation,
reducing the incidence of false positive detections and im-
proving detection reliability. Exploring the construction of
specific datasets for training AI models to act in SAR opera-
tions represents a promising work front. These datasets can
significantly enhance support for UAV-based computer vi-
sion applications in SAR operations by considering the diver-
sity of UAV platforms and SAR scenarios. Moreover, these
datasets should improve detection results in SAR operations
and serve as an integral part of the evolution of future com-
munications infrastructure, where AI plays a central role.
Finally, given the potential for improvement in detection

outcomes and the importance of integrating AI with the in-
frastructure of future communication networks, deepening
studies to adapt FramCo to other scenarios through the refine-
ment of AI for specific applications in UAVs emerges as a
promising direction. Such an approach can expand FramCo’s
scope of action, expanding the potential for applying these
technologies in several other scenarios while respecting the
necessary adaptations. The combination of UAVs, computer
vision, and the robustness of 5G communications infrastruc-
ture opens up many possibilities beyond SAR missions (e.g.,
environmental and agricultural monitoring, urban security,
and inspection of critical infrastructures). UAVs equipped
with computer vision systems, supported by the high-speed
and low-latency data transmission capabilities of 5G net-
works, can provide real-time information for quick decision-
making. Therefore, adapted versions of FramCo, especially
associated with developing specific datasets, improve the ef-
fectiveness of SAR operations and establish a solid founda-
tion for future innovations in other applications.

6 Conclusion
In this work, we explored the functionalities of RAN intel-
ligent controllers, as described in the O-RAN standard spec-
ification. We propose to extend the O-RAN architecture in
the context of critical mission operations assisted by UAVs.
This extension includes a new component for providing ex-
ternal information to enhance AI/ML capabilities, which is
also AI/ML-based but focused on application health. The ex-
periments illustrate the benefits of our proposal, mainly the
high accuracy in detecting the effective impact of the commu-
nication degradation in the application performance. More-
over, we showed how to integrate this information into the
O-RAN cognitive control loop and its potential benefits. The
preliminary results demonstrate the difficulties found during
SAR operations, particularly when UAVs are use for assis-
tance. The results also highlight the potential benefits of
employing intelligent edge strategies in alignment with the
O-RAN architecture proposal.
As future work, we are interested in evaluating more chal-

lenging scenarios with multiple UAVs, including an online
adaptation of the communication infrastructure. Further-

more, we are interested in investigating the benefits of the in-
teraction among intelligent components operating at various
points within the emerging communication infrastructures.
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