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Abstract 

Context. Technical debt (TD) monitoring allows software professionals to track the evolution of debt incurred 

in their projects. The technical literature has listed several practices used in the software industry to monitor 

indebtedness. However, there is limited evidence on the use and on the reasons to avoid using these practices. 

Aims. This work aims to investigate, from the point of view of software practitioners, the practices used for 

monitoring TD items, and the practice avoidance reasons (PARs) curbing the monitoring of TD items. Method. 

We analyze quantitatively and qualitatively a set of 653 answers collected with a family of industrial surveys 

distributed in six countries. Results. Practitioners are prone to monitor TD items, revealing 46 practices for 

monitoring the debt and 35 PARs for explaining TD non-monitoring. Both practices and PARs are strongly 

associated with planning and management issues. The study also shows the relationship found among practices, 

PARs and types of debt and presents a conceptual map that relates practices and PARs with their categories. 

Conclusion. The results of this study add to a practitioners’ capability to monitor TD items by revealing the 

monitoring practices, PARs and their relationship with different TD types. 

Keywords: Technical debt, Technical debt monitoring, Technical debt management, Survey 

 

1  Introduction 

Technical debt (TD) items are the result of shortcuts or even 

mistakes taken by software practitioners during the 

development of software projects (Avgeriou et al. 2016; 

Falessi and Kazman, 2021). These items can bring benefits, 

like increased development speed, or drawbacks, such as 

extra cost and financial loss (Izurieta et al. 2012; Seaman et 

al. 2012; Curtis et al. 2012; Guo et al. 2014), e.g., on average 

25% of the development time is spent on TD related activities 

(Curtis et al. 2012).  

TD management intends to balance those short-term 

benefits and eventual long-term drawbacks of debt presence, 

keeping them visible and under control (Li et al. 2015). 

There are several activities associated with managing TD 

items (Li et al. 2015; Rios et al. 2018b). Amongst them, TD 

monitoring is a central activity that allows software teams to 

track unresolved debt items, identifying changes in their cost 

and benefit during the project life cycle (Rios et al. 2018b). 

For example, practitioners can continuously compare the 

 
1 https://www.sonarqube.org/ 

actual costs of a debt item with the current benefits of its 

presence by using a cost/benefit analysis (Ampatzoglou et 

al. 2015).  

TD monitoring is a topic that has already been 

investigated for some time. A tertiary (Rios et al. 2018b) and 

three secondary studies (Ampatzoglou et al. 2015; Li et al. 

2015; Behutiye et al. 2017) have presented strategies and 

tools for supporting the monitoring of debt items. For 

example, SonarQube 1  TD plugin and TD evaluation 

(SQALE2) are tools that have been developed to support the 

enactment of TD monitoring. Martini (2018) and Mendes et 

al. (2019) also proposed tools for supporting TD monitoring. 

Further, cost/benefit analysis, real options analysis, and 

portfolio management are strategies used for monitoring the 

debt (Ampatzoglou et al. 2015). The studies of Ernst et al. 

(2015), Yli-Huumo et al. (2016), Martini et al. (2018), and 

Apa et al. (2020) investigated the practices used for 

monitoring debt items in general, while Oliveira et al. (2015) 

and Aragão et al. (2021) considered practices for monitoring 

design and defect, and test debt items, respectively. 

However, those studies were performed considering the 

2 http://sqale.org/ 
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context of TD management as a whole, i.e., none of them 

focused specifically on TD monitoring, and the results 

reported by them are grounded on small sample sizes or few 

organizations. 

Despite current research efforts on the topic, the 

discussion around TD monitoring deserves a more 

comprehensive investigation. The main reason for this is that 

TD monitoring has the key role in preventing TD from 

spreading through the project which leads to increased 

development costs or, in some extreme cases, project 

termination (Rios et al. 2020b). This is because the software 

development process is a chain of interconnected activities 

and decisions, where one activity relies on the artefacts 

produced by others. If the artefact produced has TD, it is 

passed on to all activities that rely on it (Mandić et al. 2021). 

Thus, it is important to continuously evaluate whether the 

costs of TD overcome its benefits and to act accordingly. 

Furthermore, we know that a multitude of factors lead to 

situations favorable for injecting TD during the software 

development and maintenance process, e.g., factors like time 

pressure, lack of knowledge, etc. (Mandić et al. 2021; Ramač 

et al. 2022a). It is evident that factors can be associated with 

different aspects of an organization, as well as factors that 

are external to the organization. Therefore, to gain the 

insights of the TD monitoring practices and TD monitoring 

avoidance reasons, we also need to look at associated 

contexts of the practices. For example, context can be 

infrastructure, people, process, or external factors. 

We also have investigated TD monitoring in our prior 

studies (Rios et al. 2021; Freire et al. 2021c) using data from 

the InsighTD project, which investigates the state of the 

practice of TD (causes, effects, and management of TD) by 

conducting a family of surveys applied in software industries 

in several countries (Rios et al. 2020b). In Rios et al. (2021), 

we investigated whether the process model adopted by 

software teams influences the management (prevention, 

monitoring, and repayment) of TD. We found that agile 

teams are more inclined to monitor TD items than those 

using other process models. In another work (Freire et al. 

2021c), based on the responses from 274 practitioners, we 

proposed the IDEA diagrams for organizing practices and 

practice avoidance reasons (PARs) related to TD prevention, 

repayment, and monitoring in agile software projects. The 

IDEA diagrams organize issues (decision factors and 

impediments) and capabilities (actions and enabling 

practices) into four quadrants to support software teams 

concerning TD prevention, monitoring, and repayment. 

More details are available in Freire et al. (2021c). The 

diagrams contained only the ten most-cited TD monitoring 

practices and PARs reported by agile software practitioners. 

We also assessed the diagrams for supporting TD 

management (Freire et al. 2024a). 

Although our prior studies (Rios et al. 2021; Freire et al. 

2021c) provide preliminary results on TD monitoring, much 

remains to be investigated. We performed these studies on 

more restricted data sets than is being used in this study. By 

using a larger and broader data set, we build support to 

generalize our previous results, as we have answers provided 

by practitioners from different development cultures, i.e., 

from different roles, following different process models, and 

from different countries. Furthermore, we can increase the 

ecological validity (Andrade 2018), as well as the confidence 

of our results (Wohlin et al. 2012). 

Further, having a larger and broader data set allows us to 

perform different analysis to support software teams in 

designing their own TD monitoring strategy. For example, 

the relation between the TD monitoring practices and PARs 

with types of debt (as we have included in our analysis) can 

reveal specific practices to monitor a type of debt affecting a 

software project or specific PARs to increase the software 

team’s ability in monitoring this type of debt. Also, 

familiarity with TD monitoring practices can help 

practitioners when deciding which practice(s) should be used 

in their projects and contexts. Comprehension of PARs, on 

the other hand, supports practitioners in identifying issues 

that curb TD monitoring and seek to eliminate or mitigate 

them from their context. These PARs can avoid the 

application of a specific practice or indicate that a specific 

practice is missing in a project. By organizing this body of 

knowledge, we can provide valuable artifacts that 

practitioners and researchers can use as starting point to 

perform their activities. Having information from the 

software industry about practices and PARs can drive new 

research efforts on tools and strategies (combination of 

practices) for TD monitoring aligned with the practitioners’ 

needs. 

In this context, this work aims to investigate, from the 

point of view of software practitioners, the practices used for 

monitoring TD items and the PARs curbing the employment 

of those practices. To this end, we use the full InsighTD data 

set, which encompasses answers from 653 practitioners from 

Brazil, Colombia, Chile, Costa Rica, Serbia, and the United 

States. This work significantly extends our prior work on the 

topic by presenting:  

(1) The updated and full list of identified practices 

ranked by the most cited. We also found that 

practitioners see the monitoring of debt items as an 

integrated part of a more comprehensive TD 

management strategy. The identified practices can 

vary from those used specifically to monitor debt 

items, to practices for enabling TD monitoring, and 

repaying, preventing, and identifying debt items. 

(2) The updated and full list of identified PARs 

organized by the most cited. PARs can be a 

decision factor or an impediment, revealing that a 

team can deliberately decide to not monitor TD or 

face a situation that impedes the use of monitoring 

practices. 

(3) The identification of the main groups of issues—

categories—associated with TD monitoring. The 

identified categories help us to better contextualize 

related factors. Practices related to the project 

management and the methodology employed in 

projects are the most commonly cited, indicating 

the importance of managerial and methodological 

issues on TD monitoring. Similarly, we found 

indications of the influence of managerial issues in 

TD non-monitoring.  
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(4) The relationships between types of debt and 

practices, and types of debt and PARs, indicating 

which practices have been used to monitor specific 

types of debt or which PARs explain the TD non-

monitoring when practitioners deal with specific 

TD types. 

(5) Definition of a conceptual map organizing the 

practices and PARs per categories and types. The 

map can be used as a conceptual guide, supporting 

practitioners in choosing practices or in identifying 

PARs experienced in practice. Also, researchers 

can use the map to understand and guide new 

research efforts considering the state of the practice 

in TD monitoring. 

Besides the introductory section, this paper is organized 

into the following six sections. Section 2 presents the 

background, addressing TD monitoring and related work, as 

well as the work on TD monitoring in the InsighTD project. 

Section 3 presents the research method. Section 4 presents 

the results. Section 5 discusses the study's main findings, 

presents the conceptual map, and compares the findings with 

those reported in related work. Section 6 discusses the 

threats to the study validity. Lastly, Section 7 presents our 

final remarks and the next steps of this work. 

2 Background and Related Work  

TD management is decisive for increasing the success of 

software projects (Seaman and Guo 2011). It is composed of 

the following activities: identification, measurement, 

prioritization, prevention, monitoring, payment, 

documentation, communication, visualization, time-to-

market analysis, and scenario analysis (Li et al. 2015; Rios 

et al. 2018b). Among these activities, TD monitoring allows 

software teams to observe the changes in the cost and benefit 

of unresolved debt items during the project’s evolution (Li et 

al. 2015; Rios et al. 2018b). TD monitoring has a set of 

practices which support software teams in tracking TD items 

in their projects. If well monitored, the TD cost is kept visible 

and under control, supporting the project to achieve its goals 

sooner or cheaper. On the other hand, TD items can cause 

financial and technical issues, compromising the project’s 

future (Rios et al. 2020b). Teams need to be aware of TD 

items in their projects and apply practices and strategies for 

managing them (Kruchten et al. 2012).  

2.1 TD monitoring practices 

In the technical literature, several practices have been 

proposed for supporting TD monitoring (Ampatzoglou et al. 

2015; Li et al. 2015; Behutiye et al. 2017; Rios et al. 2018b). 

Amongst them, cost/benefit analysis, real options analysis, 

and portfolio management are the most popular approaches 

for monitoring the debt (Ampatzoglou et al. 2015). By 

cost/benefit analysis, software teams can analyze their TD 

items evolution, comparing cost and benefit for deciding on 

their repayment (Ampatzoglou et al. 2015). Performing real 

options analysis, practitioners can quantify the long-term 

value associated with a TD item, track it during the project, 

and decide how to deal with it (Alzaghoul and Bahsoon 

2014). Lastly, portfolio management allows that, in an 

iterative way, TD items are assessed and tracked to decide if 

one of them should be repaid (Ampatzoglou et al. 2015). 

Ampatzoglou et al. (2015) performed a systematic 

literature review to identify the financial aspects of TD. 

Through answering the research question “RQ2.2 Which 

financial approaches have been applied for identifying, 

prioritizing, repaying, and monitoring technical debt?,” the 

authors identified the following approaches for TD 

monitoring: accounting, cost/benefit, real options, 

marketing, and portfolio management. Ernst et al. (2015) 

conducted a two-part study composed of a survey with 

practitioners in three large companies and semi-structured 

follow-up interviews for investigating, among others, the use 

of tools, and techniques to manage TD. Through the research 

question “Are there practices and tools for managing TD?,” 

the authors identified that practitioners have applied TD 

monitoring as part of risk process or backlog grooming. 

Although our work also investigates the practices used to 

monitoring the debt, we seek to identify the PARs used to 

explain the TD non-monitoring and the relations between 

types of debt with practices and with PARs. 

In another related work, Li et al. (2015) run a systematic 

mapping study to understand the state of the art on TD 

concept and its management. Through the research question 

“What approaches are used in each TDM activity?,” they 

reported the categories threshold-based approach, TD 

propagation tracking, planned check, TD monitoring with 

quality attribute focus, and TD plot as associated with TD 

monitoring activity. Our work also categorizes the practices, 

but it also reports the PARs and their respective categories. 

Our list of practices and PARs tend to be closer to the TD 

monitoring’s state of the practice, as they were identified 

from the practitioners’ point of view. Oliveira et al. (2015) 

performed an action research study in two companies using 

Scrum for evaluating the application of the TD management 

framework proposed by Seaman and Guo (2011). This 

framework is composed of three stages: (i) to identify the list 

of TD items, (ii) to measure the effort for eliminating the 

items, and (iii) to monitor the items for deciding the most 

appropriate time to deal with them. Concerning TD 

monitoring, the authors found that defining a responsible 

person for monitoring each identified and measured TD item 

were used by both companies, but lack of tools can make the 

integration between TD measurements and tracking charts 

difficult. Alternatively, our study is not limited to only 

consider the point of view of agile software development 

practitioners. 

Yli-Huumo et al. (2016) ran a case study in a large 

company. Through the research question “What methods, 

models, practices, or tools do the studied development teams 

use for each TDM activity?,” the authors found that TD 

monitoring was conducted rarely, and used data collected 

from (management or TD measuring) tools. Our study also 

investigates the practices and the PARs for TD non-

monitoring. In other work in the area, Behutiye et al. (2017) 

conducted a systematic literature review to investigate the 

state of the art on causes of TD, its consequences, and 

management strategies in the context of agile software 
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development. By answering the research question “What are 

the strategies proposed in the literature to manage TD in 

agile software development?,” the authors found that 

collective dashboards, visualization techniques, continuous 

integration tools, setting a commonly agreed definition of 

done, improving estimation techniques of sprints, planning 

in advance for TD, and implementing pair programming or 

test-driven development are practices used for monitoring 

TD items. Our study is not limited to agile software 

development practitioners’ perception. 

Martini (2018) presented a management tool, called 

AnaConDebt, to support tracking and assessing TD items. 

The tool allows the creation of TD items in a backlog for 

monitoring these items. Among its functionalities, 

AnaConDebt tracks TD items in a dedicated repository, 

where they can be characterized with attributes (such as 

name, description, etc.). Differently, our study does not 

present an automated tool for monitoring the debt, but we 

present an artifact (See Section 5.2) to support the choosing 

of practices and PARs. Martini et al. (2018) conducted a 

multi-method research study including a survey and a 

multiple case study in three companies to understand the 

effort spent by software practitioners for managing TD. 

Through the research questions “What tools are used to track 

TD?,” “How do software organizations introduce a TD 

tracking process?,” and “What are the initial benefits and 

challenges when large organizations start tracking TD?,” the 

authors found that surveyed practitioners have used tools for 

monitoring TD. These tools support the following 

monitoring practices: using comments in the code or other 

artifacts, documenting issues in text or spreadsheets, using 

a system for bug fixing, reporting TD items in the backlog, 

statically analyzing the code for finding TD items or 

potential bugs, or security issues, and measuring test 

coverage. Our work also investigates the practices for TD 

monitoring, but it also presents the relation between these 

practices with types of debt.     

Rios et al. (2018b) performed a tertiary study to 

investigate the current state of the art on TD and its 

management. By answering the research question “What are 

the activities, strategies and tools that have been proposed to 

support the management of TD?,” the authors identified a set 

of tools that support TD monitoring, such as Sonar TD 

plugin, DebtFlag, TD evaluation (SQALE), software maps 

tool, and code Christmas tree. Also, the following practices 

were recognized for monitoring TD items: accounting, cost-

benefit analysis, options, SQALE method, debt symptoms 

index, metrics for managing architectural TD, RE-

KOMBINE model, measuring symptom severity on a smell 

thermometer, making of dependencies and code problems, 

supply chain management, formal approach to TD decision 

making, portfolio approach, and marketing. Although our 

study also investigates the practices for TD monitoring, it 

reports the PARs used to explain the TD non-monitoring. 

These practices and PARs are closer to the state of the 

practice, as they were drawn from practitioners’ perceptions. 

More recently, Mendes et al. (2019) developed and 

evaluated a tool, named VisminerTD, for supporting TD 

identification and monitoring activities. The tool presents the 

set of TD items distributed in three panels based on the 

Kanban concept. Our work does not propose an automated 

tool but presents an artifact to support the TD monitoring 

initiatives.  

Apa et al. (2020) surveyed software practitioners from 

Uruguayan software startup organizations to learn how these 

practitioners perceive and manage TD items in their projects. 

As a result, manual monitoring was performed by the 

practitioners, but tools (Jira and Wiki) have also been used for 

monitoring TD items. Our work is not limited to investigating 

TD monitoring practices. In other recent work in this area, 

Aragão et al. (2021) defined a catalog for test debt items and 

their management, which encompasses the following TD 

monitoring practices: monitor changes in the cost/benefit ratio 

of the identified debt, monitor triggers, and changes in the test 

process (if the team has an existing test process). Our study 

takes into consideration the different types of debt reported in 

the technical literature (Rios et al. 2018b). 

By analyzing the technical literature, we found evidence of 

TD monitoring practices. Table 1 summarizes relevant 

information about the related work, reporting whether they 

Table 1. Limitations of related work on TD monitoring-related practices. 

Related work 

TD monitoring 

Type of debt 

Representativeness 

Research method 
Practice Category 

Sample 
size 

Number of 
organizations 

Ampatzoglou et al. (2015) Yes No General - - Systematic review 

Ernst et al. (2015) Yes No General 536 3 Case study 

Li et al. (2015) No Yes General - - Systematic review 

Oliveira et al. (2015) Yes No 
Design and 

defect 
16 2 Action research 

Yli-Huumo et al. (2016) Yes No General 25 1 Case study 

Behutiye et al. (2017) Yes No General -  - Systematic review 
Martini (2018) Yes No General - - Tool development 

Martini et al. (2018) Yes No General 226 3 Case study 

Rios et al. (2018b) Yes No General - - Systematic review 
Mendes et al. (2019) Yes No General 28 - Case study 

Apa et al. (2020) Yes No General 33 - Survey 

Aragão et al. (2021) Yes No Test 5 1 Case study 
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found monitoring practices or categories of them, types of 

debt covered by them, the representativeness of each study 

(sample size and the number of organizations), and the 

research method used. We notice that most of the studies had 

quite a small sample size, except for studies performed by 

Ernst et al. (2015) and Martini et al. (2018). However, both 

studies were performed in only three organizations, reducing 

diversity in their set of participants. We also highlight that 

most of the related work approach the monitoring of TD only 

as a side variable of the TD management, not as the main goal 

of the study, reducing the findings on the topic. Overall, the 

current literature on TD monitoring practices is limited in 

several ways. Moreover, we did not find any study on PARs 

to explain the non-adoption of TD monitoring practices.  

Despite the aforementioned limitations, we recognize the 

importance of related work and will use those results to 

perform a comparison with the results of InsighTD and 

observe how they complement each other. The result of the 

comparison is described in Subsection 5.3. 

2.2 Results from the InsighTD project and 

investigations of the TD monitoring practices 

In the past years, several results from the InsighTD project 

have been published in various forums. Table 2 summarizes 

InsighTD publications with respect to the research focus and 

viewpoint considered during the data analysis. The studies are 

organized considering their published year. Concerning the 

TD management focus, Freire et al. (2020b) and Freire et al. 

(2024b) analyzed InsighTD data sets to understand TD 

prevention in the software industry, revealing a list of 

preventive actions used by software practitioners for avoiding 

TD items and the impediments faced by practitioners that 

hamper the application of those actions. Pérez et al. (2021) 

investigated the repayment and prevention practices used by 

software architects by analyzing 72 answers collected by 

Brazilian, Chilean, Colombian, and North American InsighTD 

replication teams in their respective software industries. Freire 

et al. (2020a), Pérez et al. (2020), and Freire et al. (2023) 

investigated how practitioners have repaid TD in their 

projects. In Freire et al. (2021c), we investigated the practices 

and PARs for TD prevention, monitoring, and repayment 

considering the agile software practitioners’ point of view. 

Lastly, Freire et al. (2021b) investigated the relationship 

between the effects of TD and repayment practices.  

Recently, we approached TD monitoring by investigating 

whether the process model influences TD monitoring (Rios 

et al. 2021) and the identified practices and PARs related to 

TD monitoring in agile software projects (Freire et al. 

2021c) (cells in gray of Table 2). This work differs from 

those in several aspects: 

1. we do not limit our data analysis to the context of 

agile software projects, which significantly 

expands our data set. 

2. we go deeper into the data analysis by not limiting 

our discussions to the Top 10 ranked TD 

monitoring practices and PARs. 

3. we investigate the relation between TD monitoring 

practices/PARs and types of debt. 

4. we shed light on the main concerns software teams 

should have on TD monitoring by grouping the 

identified practices and PARs into higher level 

categories. 

Table 2. Summary of the InsighTD publications. Symbols for used 

data set: (◦) data from a single replication, (○) data from several 

replications, and (●) data from all replications. Cells in gray 

indicate studies on TD monitoring carried out with InsighTD data 

sets. 

No. Reference 
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n
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si
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1 
Rios et al. 
(2018a) 

C  ◦    
Comprehe
nsive 

2 
Rios et al. 
(2019a) 

C  ◦    
Comprehe
nsive 

3 
Rios et al. 
(2019b) 

C  ◦    
Agile sw. 
projects 

4 Perez et al. (2019) C  ◦    
Comprehe
nsive 

5 
Pacheco et al. 
(2019) 

C ◦     
Comprehe
nsive 

6 
Rios et al. 
(2020a) 

C  ○    
Document
ation debt 

7 
Rios et al. 
(2020b) 

J ◦ ◦    
Comprehe
nsive 

8 
Ramač et al. 
(2022a) 

J ● ●    
Comprehe
nsive 

9 
Mandić et al. 
(2020) 

C ◦     
Comprehe
nsive 

10 
Ramač et al. 
(2020) 

C  ◦    
Comprehe
nsive 

11 
Souza et al. 
(2020) 

C  ◦    
Software 
testing 

12 
Freire et al. 
(2020a) 

C   ○   
Comprehe
nsive 

13 
Freire et al. 
(2020b) 

C    ○  
Comprehe
nsive 

14 Pérez et al. (2020) C   ○   
Comprehe
nsive 

15 
Berenguer et al. 
(2021) 

C ●     
Comprehe
nsive 

16 
Freire et al. 
(2021a) 

C  ●    
Experienc
e level 

17 
Freire et al. 
(2021b) 

C  ○ ○   
Comprehe
nsive 

18 
Rocha et al. 
(2021) 

C  ○  ○  
Software 
testing 

19 
Mandić et al. 
(2021) 

J  ● ●   
Experienc
e level 

20 Pérez et al. (2021) J   ○ ○  
Software 
architects 

21 
Freire et al. 
(2021c) 

J   ● ● ● 
Agile sw. 
projects 

22 Rios et al. (2021) J   ○ ○ ○ 
Process 
models 
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23 
Ramač et al. 
(2022b) 

C   ◦   
Comprehe
nsive 

24 
Barbosa et al. 
(2022) 

C      
Requirem
ents debt 

25 
Rocha et al. 
(2022) 

C  ○  ○  
Software 
testing 

26 
Berenguer et al. 
(2022) 

J ●     
Comprehe
nsive 

27 
Freire et al. 
(2023) 

J   ●   
Comprehe
nsive 

28 
Freire et al. 
(2024a) 

C   ● ● ● 
Comprehe
nsive 

29 
Freire et al. 
(2024b) 

C    ●  
Comprehe
nsive 

3 Research Method 

This section presents the InsighTD project, our research 

questions, data collection, and data analysis procedures. 

3.1 The InsighTD survey 

The InsighTD project is a globally distributed family of 

industrial surveys on TD. The project aims to organize an 

open and generalizable set of empirical data on the problems 

of TD faced by software practitioners in their projects (Rios 

et al. 2020b). Its design supports replication of the survey in 

different countries. To date, the project has concluded data 

collection for the replications in Brazil, Chile, Colombia, 

Costa Rica, Serbia, and the United States.  

The InsighTD planning comprises four stages: conception, 

validation, initiation, and international replication. In the 

conception stage, the research questions, the survey design, 

and strategies for collecting and analyzing data were defined. 

For the validation stage, a set of validations (internal, external, 

and pilot study) were carried out to check the survey questions 

for clarity and completeness. Four experienced researchers 

from the InsighTD project performed internal validation, and 

an experienced researcher in the empirical software 

engineering and TD fields conducted an external validation. 

This researcher is not part of the project. After applying 

adjustments in the survey required from internal and external 

validations, a pilot study was run with five practitioners to 

identify vague questions and incomplete answers in closed 

questions. In the initiation stage, the first execution of the 

survey was performed in Brazil, after which an empirical 

package was made available allowing the replication of the 

survey by other InsighTD teams. Replication of the survey by 

other teams represents the fourth stage of planning the 

international replication. Further details about the design of 

the survey and data collection protocols can be found in: Rios 

et al. (2018a), Rios et al. (2020b), and Ramač et al. (2022a). 

3.2 Research questions 

Our research goal is to investigate, from the point of view of 

software practitioners, the practices used for monitoring TD 

items and the PARs curbing the employment of those 

practices. Based on it, we define the research questions 

(RQs) presented in Table 3. The goal of RQ1 is to identify 

 
1 The questionnaire is available at https://goo.gl/zRwSGa. 

the practices used by software practitioners to monitor TD, 

along with their categories. By identifying the categories, we 

seek to verify whether the practices are related to each other 

considering software project concerns. Furthermore, 

identifying categories also help us to contextualize related 

factors. RQ1.1 seeks to investigate which of the practices 

have been used for monitoring each type of debt. By 

answering this question, we can support the choice of 

monitoring strategies. For example, if a team wants to 

monitor requirements debt items, our subset of practices for 

this type can be used as a starting point for this activity.  

Table 3. Research questions. 

ID Research Question (RQ) 

RQ1 What are the leading practices for monitoring 
TD items in software projects? 

RQ1.1 What are the practices used for monitoring 
each type of debt? 

RQ2 What are the leading practice avoidance 
reasons to explain the non-monitoring of TD 
items? 

RQ2.1 What are the main practice avoidance reasons 
for non-monitoring each type of debt? 

 

RQ2 aims at identifying the PARs for not applying the TD 

monitoring practices and their categories. Having 

information about the categories of PARs can support 

software teams in recognizing PARs related to each other 

existing in software projects. RQ2.1 seeks to investigate if 

the identified PARs are specific or shared among different 

types of debt. This investigation can reveal leading PARs 

that explain TD non-monitoring per type of debt, improving 

the practitioners’ ability for monitoring TD items from a 

specific type.  

3.3 Data collection 

To answer the RQs, our study uses data collected in the 

context of the InsighTD Project. Although the questionnaire1 

comprises 28 questions (Rios et al. 2020b), we only use the 

subset of questions related to the participants’ 

characterization and TD monitoring. Table 4 presents those 

questions, indicating the question identification number 

(No), description, and type (closed or open-ended question). 

The survey’s participants characterized themselves and 

their organization and project in questions Q1 through Q8 

concerning the company’s size they work (options: 1–10 

employees, 11-50 employees, 51–250 employees, 251–500 

employees, 501–1000 employees, 1001–2000 employees, 

and more than 2000 employees), the country they work 

(options: all countries in the world), the system’s size 

(options: less than 10KLOC, 10–100KLOC, 100KLOC–

1MLOC, 1–10MLOC, and 10+ MLOC), the system’s age 

(options: less than 1 year, 1-2 years, 2-5 years, 5-10 years, 

and more than 10 years), the team’s size (options: less than 

5 people, 5–9 people, 10–20 people, 21–30 people, and more 

than 30 people), the role they play (options: business analyst, 

DBA/data analyst, developer, process analyst, project 

https://goo.gl/zRwSGa
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leader/project manager, requirements analyst, software 

architect, test manager/tester, and Other:), the experience in 

that role (options: novice - minimal or “textbook” 

knowledge without connecting it to practice, beginner - 

working knowledge of key aspects of practice, competent - 

good working and background knowledge of area of 

practice, proficient - depth of understanding of discipline and 

area of practice, and expert - authoritative knowledge of 

discipline and deep tacit understanding across area of 

practice), and the development process used in the project 

(options: agile - a lightweight process that promotes iterative 

development, close collaboration between the development 

team and business side, constant communication, and 

tightly-knit teams, hybrid - is the combination of agile 

methods with other non-agile techniques. For example, a 

detailed requirements effort, followed by sprints of 

incremental delivery, and traditional - conventional 

document-driven software development methods that can be 

characterized as extensive planning, standardization of 

development stages, formalized communication, significant 

documentation and design up front).  

In Q10, the participants provided their definition of TD. 

Further, the participants described in Q13 a TD item that 

occurred in their project and indicated in Q15 how frequently 

this item occurred. The participants’ point of view on TD 

monitoring was captured in Q24 and Q25. In the former, the 

participants revealed whether the TD item described by them 

in Q13 was monitored or not. In the latter, they explained 

how this item was monitored (RQ1) or why it was not 

monitored (RQ2). As the TD item described in Q13 can be 

associated with a type of debt, and the example provided in 

this question is the context for answering Q24 and Q25, we 

can identify the practices (RQ1.1) and the PARs (RQ2.1) 

related to each type of debt. 

For collecting the responses in the Brazilian, Chilean, 

Colombian, Costa Rican, North American, and Serbian 

 
1 The TD definition used in InsighTD project is adapted from 

McConnell (2007): “Technical debt contextualizes the problem 

of outstanding software development tasks (for example, tests 

planned but not executed, pending code refactoring, pending 

documentation update, use of bad design practices, code that 

does not exhibit good coding practices) as a kind of debt that 

software industries, we used LinkedIn, industry-affiliated 

member groups, mailing lists, and industry partners as 

invitation channels. The data-gathering stage was done in 

2018 in Brazil and the United States, and 2019–2020 in 

Chile, Colombia, Costa Rica, and Serbia. 

We use two criteria for validating the collected answers. 

First, we check if the definition of TD (Q10) and the provided 

example of TD item (Q13) given by the participants are in 

conformance with the TD definition1 used in the InsighTD 

project (Rios et al. 2020b). Second, we verify whether the 

answers given to Q25 are really related to TD monitoring, 

meaning that the answers reflect monitoring practices or PARs 

for TD non-monitoring. The collected answers that did not fit 

these criteria were not considered in our analysis. 

3.4 Data analysis 

We use different data analysis procedures as we have closed 

and open-ended questions in the survey instrument. We use 

descriptive statistics and calculate the share of participants 

choosing each option available in each closed question. 

These procedures are used in Q1 through Q8 

(characterization questions), Q15 (the frequency that the TD 

item occurs in the project), and Q24 (whether the TD item 

was monitored or not). 

For the open-ended questions, we apply qualitative data 

analysis techniques (Seaman 1999; Strauss and Corbin 

1998) because we did not provide a predetermined list of 

practices and PARs for participants. In answers given to 

Q25, we apply manual-open coding resulting in a set of 

codes. These codes can represent practices used for 

monitoring TD items or PARs according to answers given to 

Q24 (yes/no question). When Q24 receives a positive 

answer, the code is a TD monitoring-related practice, 

supporting answering RQ1; otherwise, a practice avoidance 

reason (PAR), supporting the response to RQ2. For example, 

TD item backlog, tracking TD items, and TD as a task are 

brings a short-term benefit to the project (normally in terms of 

higher productivity or shorter release time of software versions), 

that may have to be paid later in the development process with 

interest (for example, a poorly designed class tends to be more 

difficult and costly to maintain than if it had been implemented 

good object-oriented practices).” 

Table 4. Subset of the InsighTD survey’s questions related to TD monitoring (Adapted from Rios et al. 2020b). 

No. Question (Q) Description Type 

Q1 What is the size of your company? Closed 

Q2 In which country you are currently working? Closed 
Q3 What is the size of the system being developed in that project? (LOC) Closed 

Q4 What is the total number of people of this project? Closed 

Q5 What is the age of this system up to now or to when your involvement ended? Closed 
Q6 To which project role are you assigned in this project? Closed 

Q7 How do you rate your experience in this role? Closed 

Q8 Which of the following most closely describes the development process model you follow on this project? Closed 

Q10 In your words, how would you define TD? Open 

Q13 Give an example of TD that had a significant impact on the project that you have chosen to tell us about: Open 

Q15 About this example, how representative it is? Closed 

Q24 Once identified, was the debt item monitored? Closed 
Q25 If yes, how? If not, why? Open 
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TD monitoring-related practices, while focusing on short 

term goals, lack of interest, and effort are PARs. After 

identifying the codes, we iteratively revised and unified them 

until resulting in a list of codes and their respective number 

of occurrences. Code unification required some effort. For 

example, participants cited the following explanation to TD 

non-monitoring: “due to tight deadlines,” “lack of time,” and 

“the project timeline didn't allow it.” The initially extracted 

PARs were tight deadlines, lack of time, and insufficient 

timeline, respectively. Then, as these PARs had different 

nomenclature but shared an ordinary meaning, we unified 

them as lack of time.  

In each InsighTD replication, at least three researchers 

conduct the coding process, assuming one of the following 

roles: (i) code identifier—responsible for extracting the 

existing codes in the answers, (ii) code reviewer—

responsible for reviewing all extracted codes, and (iii) 

referee—responsible for resolving disagreements in codes 

identified by the code identifier and code reviewer. In total, 

we had six code identifiers, six code reviewers, and six 

referees. Further, the last author reviewed the codes 

collected in all replications, pursuing consistency among all 

analyses.  

We calculated the agreement level among the coder 

identifiers and reviewers using Cohen’s Kappa coefficient 

(McHugh, 2012). It results in a number κ between [−1, +1], 

indicating the highest disagreement and agreement, 

respectively. We obtained a κ = + 0.802, indicating a high 

agreement rate and reliability for the coding process 

performed for all InsighTD replication teams. 

After analyzing the TD monitoring-related practices, we 

continued to apply open coding to further understand the 

dimensions related to the concept of TD monitoring, 

resulting in the following groupings: 

• Types of TD monitoring practices. The data 

showed that practitioners have applied distinct 

types of TD management practices to support their 

TD monitoring initiatives. For example, while the 

practice tracking the cost allows TD monitoring, the 

practice team restructuring improves the team’s 

ability to monitor TD and can come from other 

TDM activities, like prevention, identification, and 

repayment. Following the open coding phase, the 

first author identified the types of practices, which 

were reviewed by the last author. The divergences 

were resolved in a consensus meeting. 

• Categories of TD monitoring practices. We 

realized that many of the practices are related to 

each other, thus we organized them into categories 

which are, in their turn, related to software 

development concerns. For example, we used the 

category planning and management to group the 

practices TD item backlog and tracking TD items. 

To name the categories, we used the categories 

proposed by Rios et al. (2020b) which are 

presented in Table 5. The first author grouped the 

practices into categories, and then, the last author 

reviewed the grouping. The divergences were 

resolved in a consensus meeting. 

 Lastly, we identified the type of debt associated with the 

TD item described by participants in Q13. For this, in each 

InsighTD replication, two researchers separately looked at 

the participants’ answers (Q13) and mapped them to the 

definitions of TD types reported in Rios et al. (2018b) or to 

the list of TD indicators given in Alves et al. (2016). For 

example, a participant gave the following answer in Q13: 

“inaccurate, insufficient, and inadequate definition of stories 

and tasks.” As it describes issues in the requirements 

(underlined part), it represents a scenario of requirements 

debt. Lastly, a third researcher settled eventual divergences. 

For answering RQ1.1 and RQ2.1, we associated the type of 

debt identified in Q13 with the practices or PARs coded from 

Q25. This association is possible because participants 

answered the questions on TD monitoring (Q24 and Q25) 

taking the provided example in Q13 as context.  

Figure 1 summarizes how our analysis process evolved to 

reveal the groupings described above. It shows that for TD 

monitoring practices and PARs, we used open coding to 

identify practices and PARs along with their types and 

categories by grouping them into different properties and 

dimensions (Strauss and Corbin 1998). Lastly, we 

investigated the relationships between practices and types of 

debt, and PARs and types of debt.  

4 Results 

This section presents the results, describing the 

demographics data and answers to research questions. The 

Table 5. Categories adapted from Rios et al. (2020b) 

Name Definition 

Development issues Refers to TD elements issues that occur during project development. 
External factors Encompasses TD elements that are external to the development team and organization. 

Infrastructure Groups TD elements related to tools, technologies, and development environments. 

Internal quality issues Encompasses TD items related to internal quality issues. 
Lack of knowledge Refers to TD elements related to the team’s lack of knowledge to develop the project. 

Methodology Refers to TD elements related to processes and methodologies used in the development of 
the project. 

Organizational Groups TD elements associated with organizational level. 
People Encompasses TD elements directly related to members of software development teams. 

Planning and management Groups TD elements related to project planning and management. 
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answers 

to RQs 

are 

structured from two parts, and these parts present: (a) 

identified practices and PARs along with their respective 

types and categories and (b) the relation of TD types with the 

practices, PARs and their categories.  

4.1 Demographics 

In total, we collected 745 answers from the survey, but 12% 

of them were discarded as they did not fit in the validation 

criteria previously explained in Section 3.3. Thus, we have 

653 valid answers1 from the survey’s participants (Brazil: 107 

answers, Chile: 89, Colombia: 134, Costa Rica: 145, Serbia: 

79, and the United States: 99). Figure 2 presents a dashboard 

summarizing the characterization of the participants.  

The participants commonly work in medium-sized 

companies (51 to 1000 employees; 39%), but we found 

participants that work in small (up to 50 employees; 32%) and 

large (more than 1000 employees; 29%) organizations too. 

Further, teams composed of less than nine people (54%) are 

more common in our data set, but we also have teams with 

more than 20 people (24%) and between 10 and 20 people 

(22%). 

Regarding the size and age of the systems, the most 

common system size is 10 to 100 KLOC (35%), followed by 

systems with 100KLOC to 1MLOC (30%), less than 

10KLOC (14%), 1 to 10MLOC (14%), and more than 

10MLOC (7%). Systems with two to five years (34%) are 

more common in our data set. However, we also found 

systems with 1 to 2 years (23%), less than 1-year-old (17%), 

5 to 10 years (15%), and more than ten years (11%). 

In further analysis of Figure 2, we observe that most of the 

participants identified themselves as developers (50%), 

followed by project leader or manager (17%), software 

architect (13%), tester (7%), process analyst (3%), and other 

roles (10%). Regarding the level of experience, the 

participants also identified themselves as competent (34%) 

and proficient (31%), but we also have experts (21%), 

 
1  The raw data is available at 

https://doi.org/10.5281/zenodo.13291367. 

beginners (12%), and novices (2%). Concerning the process 

models, 45% adopted a hybrid process model (a combination 

of agile and non-agile methods), 42% agile, and 13% the 

traditional one. 

In summary, our data set comprises several participant’s 

roles and levels of experience, companies of different sizes, 

and projects of different ages, size, team size, and process 

models. Thus, the data set represents a very wide variety of 

software development contexts. 

4.2 RQ1: What are the leading practices for 

monitoring TD items in software projects? 

In Q24, 53% of the participants indicated that the TD item 

described in Q13 was monitored and 75% of those described 

how TD was monitored in Q25. For answering RQ1 and 

RQ1.1, we used this subset of responses, comprised of 259 

answers.  

Table 6. Top ten cited TD monitoring-related practices. 

TD Monitoring-related 
practice 

#CMRP %MRPP 

TD item backlog 34 13% 

Use of tools 31 12% 

Team meetings 23 9% 
Improving software 
development process 

20 8% 

Refactoring 18 7% 
Improving tests 17 7% 

Code review 16 6% 

Communicating the 
stakeholders of TD items 

16 6% 

Tracking TD items 12 5% 

TD management plan 11 4% 

Caption: 
#CMRP - Count of monitoring-related practices. 
%MRPP - Percentage of CMRP in relation to the total of 
all projects (259). 

 
Figure 1. Relationship between the research questions and their findings. 

 

 

https://doi.org/10.5281/zenodo.13291367
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We identified 46 TD monitoring-related practices. Table 6 

summarizes the ten most commonly cited ones. This table 

reports the monitoring-related practice name and the total 

number (i.e., count) of citations (#CMRP). #CMRP also 

indicates the number of projects that used that practice. 

Column %MRPP presents the percentage of #CMRP 

concerning the total of projects, revealing how frequently 

each practice was used in software projects. All identified 

practices are presented in Figure 8, and Table 15 in the 

Appendix presents quotes from the participants for each 

practice. 

We notice that TD item backlog is the most cited practice 

and has been used in 13% of the projects, followed by use of 

tool, team meetings, and improving software development 

process that has been used in 12%, 9%, and 8% of the 

 
Figure 2. Participants’ characterization. 
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projects, respectively. In the context of this study, TD item 

backlog means that software teams have included TD items 

in their task list to prioritize those items and define the most 

appropriate time for paying them off, as described in the 

quotes extracted from the answers: “keep a list of all TD and 

regularly determine how to eliminate it” and “identified as a 

task and placed in the backlog for later prioritization.” The 

practice use of tools indicates that TD monitoring activities 

can be supported by tools to extract metrics from the system, 

as indicated in the following answers: “we have to use tool 

to monitor it, this is an ongoing process” and “use of tools 

like SonarQube.” Team meetings means that software teams 

have used meetings to track the evolution of the cost and the 

benefit of TD items over the project, as can be observed in 

the following answers from the participants: “regular 

meeting, usually weekly held that would track the progress” 

and “(…) the use of meetings every day to align the 

understanding of the development team about the solution 

that was being developed (…).” The practice improving 

software development process refers to the improvements 

applied to the process adopted in the project, as we can 

observe in “started with a training process, application of 

agility and the adoption of the best development practices” 

and “get started with programming best practices.”  

 

Finding 1: TD is mostly monitored by tracking TD item 

in the backlog, or by using specialized tools, or by 

discussing the TD item during the team meetings. 

 

The practices refactoring and improving tests have been 

used in 7% of the projects, while code review and 

communicating the stakeholders of TD items in 6%. 

Refactoring means changes in the software for improving its 

internal quality, as we can notice in “refactoring took place 

before the development of other services took place” and 

“refactoring when appropriate and time allowed.” 

Improving tests refers to apply more tests in the system or 

add other testing activities, as we can observe in “a test plan 

was made in conjunction with the user and they were run 

again” and “(…) we began to incorporate more end-to-end 

tests to gate delivery.” Code review means the checking of 

source code for identifying mistakes or improvement points, 

“every pull request changing the login page must be looked 

at by least 2 architects” and “(…) code reviews done during 

sprint.” Communicating the stakeholders of TD items means 

that stakeholders are aware of the TD items existing in the 

project, as we can observe in “the client is perfectly aware of 

it” and “it was monitored in the sense that the team had a 

shared awareness and discussed its ongoing impact.” 

Lastly, the practices tracking TD items and TD 

management plan have been used in 5% and 4% of the 

projects, respectively. Tracking TD items refer to providing 

a view of all TD items existing in the project, as we can 

notice in “work considered part of the technical debt was 

tracked” and “through the task/issue tracking system.” TD 

management plan aims to define a plan to deal with TD 

items, as we can observe in “a schedule was developed 

specifically to address the case” and “we were aware of what 

we are doing and planned to "pay the debt" later on in 

maintenance stage of the project.” 

Taking a look at the top ten monitoring practices, we 

noticed that TD item backlog, team meetings, 

communicating the stakeholders of TD items, and tracking 

TD items are practices that allow the direct monitoring of TD 

items, while the others provide different types of support to 

TD monitoring initiative. Thus, we identify one dimension 

of TD monitoring practices, type, having the following 

values:   

• Monitoring action: refers to practices directly 

related to TD monitoring, such as TD item backlog, 

communicating the stakeholders of TD items, and 

tracking TD items. 

• Enabling TD monitoring: includes practices that 

improve the capacity of development teams to 

monitoring debt items. Among them, we have use 

of tools, improving software development process, 

and assign team for TD monitoring. 

• TD prevention: refers to practices intended to 

avoid potential TD items from being incurred. 

Some examples are improving tests, code review, 

and qualified professionals. 

• TD identification: groups practices that support 

the identification of TD items in the project. Only 

identifying TD items and use metrics for TD 

identification have this type. 

• TD repayment: includes practices for repaying TD 

items. We found only the practices focusing on TD 

repayment, improve documentation, and 

refactoring within this type.  

Table 7 shows the identified types, reporting the type’s 

name, the number of unique monitoring-related practices 

cited (#MRP), and the total number (i.e., count) of 

monitoring-related practices (#CMRP) cited in each type. 

The column #CMRP also indicates the number of projects 

that used that practice. Column %MRPP corresponds to the 

percentage of #CMRP in relation to the total of all projects, 

indicating how frequently each type was used in software 

projects. Monitoring action is the most cited type by the 

participants, being used in 49% of the projects. The type 

enabling TD monitoring was also commonly cited by the 

respondents and was used in 38% of the projects. The types 

TD prevention, TD repayment, and TD identification were 

used in 18%, 11%, and 5% of the projects.  

Table 7. Types of monitoring-related practices. 

Type of 
monitoring-related 
practice 

#MRP #CMRP %MRPP* 

Monitoring action 17 127 49% 
Enabling TD 
monitoring 

15 97 38% 

TD prevention 9 47 18% 

TD repayment 3 29 11% 
TD identification 2 12 5% 

Caption: 
#MRP - Count of unique cited monitoring-related 
practices. 
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#CMRP - Count of monitoring-related practices. 
%MRPP - Percentage of CMRP in relation to the total of 
all projects (259). 
* The percentage exceeds 100% due to the overlapping 
of practices in a same survey’s answer.  

 

This result indicates that, besides using monitoring actions, 

software practitioners have applied other types of practices for 

supporting TD monitoring initiatives. TD monitoring is part 

of a bigger process that encompasses TD prevention, 

repayment, identification, and enabling the TD monitoring. 

 

Finding 2: Direct monitoring actions, supported with 

enabling tools and practices, are the most common way of 

monitoring TD. 

We also grouped the set of monitoring-related practices 

into seven categories (see a description of each of the 

categories in Table 5): 

• Development issues: groups practices that are 

applied during the implementation of the software. 

Only the practice improve documentation 

composes this category. 

• Infrastructure: includes two practices related to 

tools, technologies, and development 

infrastructure. In this category we have 

infrastructure monitoring and use of tools. 

• Internal quality issues: encompasses four 

practices that can be employed to address 

limitations that compromise the internal quality of 

the software, such as identify the worst debt areas, 

identifying TD items, refactoring, and 

understanding the cause of TD item. 

• Methodology: refers to 16 practices related to 

processes followed by a software team. Examples 

of practices in this category are improving software 

development process and improving tests. 

• Organizational: includes four practices related to 

organizational decisions. The practices knowledge 

sharing, qualified professionals, team 

restructuring, and training compose this category. 

• People: groups two practices (communicating the 

stakeholders of TD items and team meetings) 

related to the members of software development 

teams. 

• Planning and management: refer to 17 practices 

associated with management activities. Among 

them, we highlight TD item backlog, tracking TD 

items, and TD management plan. 

Table 9 presents the categories, reporting the category’s 

name, the number of unique monitoring-related practices 

cited (#MRP) and the total number (i.e., count) of 

monitoring-related practices (#CMRP) cited in each 

category. We counted repeated practices found in a 

participant’s response as a single count, the column #CMRP 

also indicates the number of projects that used a practice for 

monitoring TD items in each category. Lastly, the column 

%MRPP corresponds to the percentage of #CMRP in 

relation to the total of all projects. We notice that the 

categories planning and management and methodology 

concentrate the greatest number of practices. Their practices 

have been used in 44% and 32% of the projects, respectively. 

Table 9. Categories of monitoring-related practices. 

Category of monitoring-
related practice 

#MRP #CMRP %MRPP* 

Planning and 
management 

17 115 44% 

Methodology 16 84 32% 
People 2 39 15% 

Infrastructure 2 32 12% 

Internal quality issues 4 27 10% 
Organizational 4 9 3% 

Development issues 1 6 2% 

Caption: 
#MRP - Count of unique cited monitoring-related 
practices. 
#CMRP - Count of monitoring-related practices. 
%MRPP - Percentage of CMRP in relation to the total of 
all projects (259). 
* The percentage exceeds 100% due to the overlapping of 
practices in a same survey’s answer. 

 

Finding 3: Majority of TD monitoring practices represent 

a dedicated management tasks or a dedicated activity in 

an overall development process. 

 

Lastly, we analyze the relationship between the categories 

and types of monitoring-related practices. Table 8 presents 

the number of practices by categories and types, reporting 

the category’s name, the type’s name, and the number of 

Table 8. Relationship between categories and types of monitoring-related practices. 

Category of monitoring-
related practice 

Type of monitoring-related practice 

Monitoring 
action 

Enabling TD 
monitoring 

TD repayment TD prevention TD identification 

Planning and management 11 4 1 0 1 

Methodology 2 7 0 7 0 

People 2 0 0 0 0 

Infrastructure 0 2 0 0 0 
Internal quality issues 2 0 1 0 1 

Organizational 0 2 0 2 0 

Development issues 0 0 1 0 0 
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monitoring-related practices by type and category. We 

notice that the category planning and management did not 

have practices for TD prevention and concentrates the 

greatest number of monitoring actions. The categories 

people and internal quality issues mainly concentrate on 

monitoring actions. The categories methodology and 

organizational have more practices for enabling TD 

monitoring and TD prevention, while the category 

infrastructure concentrates practices for enabling TD 

monitoring. Finally, the category development issues only 

has one practice for TD repayment. All identified 

relationships can support software teams in choosing 

practices according to teams’ needs. For example, if a 

software team intends to enable TD monitoring, the team can 

start applying practices from the category methodology. 

However, if the team can implement monitoring actions, it 

can use practices from the category planning and 

management and also considering practices from the 

categories: methodology, people, and internal quality issues. 

4.2.1 RQ1.1: What are the practices used for monitoring 

each type of debt?  

Figure 3 presents the relationship among the types of debt 

and the top 10 TD monitoring-related practices. All practices 

from the top 10 were applied to monitor code and design debt 

items. For architecture and test debt, only the practices code 

review and improving software development process were 

not applied, respectively. The practices improving tests, 

communicating the stakeholders of TD items, and TD 

management plan were not applied for supporting the 

monitoring of requirements debt. Documentation debt items 

were monitored using five practices, while software 

practitioners have used four practices for people, defect, and 

process debt. Infrastructure debt was monitored by using 

three practices. Lastly, build, service, usability, and 

versioning debt items were only monitored using two 

practices. 

The practice TD item backlog is the most used practice for 

monitoring architecture, build, defect, service, usability, and 

versioning debt items. Further, use of tools is more used for 

enabling the monitoring of architecture, code, and design 

debt items. Requirements and process debt items are 

commonly monitored by team meetings, while improving 

software development process and tracking TD items are 

used for monitoring documentation and infrastructure debt 

items, respectively. Lastly, people and test debt items are 

commonly monitored by communicating the stakeholders of 

TD items and improving tests. 

 

Finding 4: Most pervasive TD monitoring practice is 

tracking TD items in backlog since this practice can be 

used for monitoring 12 out of 14 TD types. The practices 

that follow are the use of specialized tools and code 

refactoring. 

 

We also investigated the relationship between types of TD 

and the categories of TD monitoring-related practices. 

Figure 4 shows this relationship, indicating that the category 

planning and management encompasses practices used for 

monitoring almost all types of debt, except people and 

process debt items. Practices from the category methodology 

are not used only for monitoring build, infrastructure, and 

usability debt items, while documentation, service, usability, 

and versioning debt items are not monitored by practices 

from the category internal quality issues.  

 

Finding 5: Planning and management related practices 

are dominantly used for monitoring all types of debt 

except for people and process debt where they are not 

used at all. 

4.3  RQ2: What are the leading practice 

avoidance reasons to explain the non-

monitoring of TD items? 

In total, 47% of the participants did not monitor the TD item 

described in Q13. Of them, 64% explained in Q25 why the 

TD was not monitored. This set of responses (197) was used 

to answer RQ2 and RQ2.1.  

We identified 35 PARs for TD non-monitoring. Table 10 

presents the ten most commonly cited ones. This table 

reports the PAR name and the total number (i.e., count) of 

citations (#CPAR). #CPAR also indicates the number of 

projects that used a PAR for justifying the TD non-

monitoring. Column %PARP presents the percentage of 

#CPAR to the total of all projects, revealing how frequently 

each PAR was considered in software projects. All identified 

PARs for TD non-monitoring are presented in Figure 8, and 

Table 16 in the Appendix presents quotes from the 

participants for each PAR. 

Table 10. Top ten cited PARs for TD non-monitoring. 

Practice avoidance reason 
(PAR) 

#CPAR %PARP 

Lack of interest 44 22% 
Focusing on short term goals 33 17% 

Lack of time 29 15% 

Lack of knowledge on TD 23 12% 
Lack of understanding about the 
impact of the debt 

12 6% 

Lack of organizational culture 8 4% 
Lack of resources 8 4% 

Lack of TD monitoring process 7 4% 

Lack of specific team 6 3% 

React when becoming a problem 5 2% 

Caption: 
#CPAR - Count of practice avoidance reason for TD non-
monitoring. 
%PARP - Percentage of CPAR in relation to the total of 
all projects (197). 

 

Lack of interest is the most cited PAR, being considered in 

22% of the projects. The other best-positioned PARs are 

focusing on short term goals, lack of time, and lack of 

knowledge on TD, which were considered in 17%, 15%, 12% 

of the projects, respectively. Lack of interest refers to 

organizations or project managers that do not purse to 

monitor TD items, as indicated in the following answers: 
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“little interest of the company to correct this type of 

situation” and “management did not care.” The PAR 

focusing on short term goals means that software teams have 

other priorities in their projects, as informed in “not in the 

priority pipeline” and “it was not critical for the success of 

the project.” Lack of time refers to software projects that do 

not have time for TD monitoring, as we can notice in 

“because deadlines are tight” and “the project timeline 

didn't allow it.” The PAR lack of knowledge on TD means 

that software teams do not monitor debt items because they 

did not have knowledge on TD, such as we can observe in 

the answers “because the concept of technical debt was not 

yet applied in the company” and “there is no knowledge 

about TD.” 

 

Finding 6: Lack of interest, lack of time, and the focus on 

short term goal are the main reasons why companies 

avoid monitoring TD items.  

 

The PAR lack of understanding about the impact of the 

debt was considered in 6% of the projects, while lack of 

organizational culture, lack of resources, and lack of TD 

monitoring process were considered, each one, in 4% of the 

projects. Lack of understanding about the impact of the debt 

indicates that although software teams have identified TD 

items in their projects, they did not become aware of how 

much those items can impact those projects: “lack of 

knowledge of the impact of the TD item in question” and 

“technical debt was not identified as a problem at the time.” 

The PAR lack of organizational culture refers to 

 
Figure 3.  Relationship among types of debt and the top 10 TD monitoring-related practices. 

 
Figure 4. Relationship among types of debt and categories of TD monitoring-related practices. 
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organizations that do not consider TD management as part 

of their development activities: “this is very dependent on 

the organization. In this case, it was not identified, 

monitored, or managed” and “because there is no permanent 

initiative to generate changes in the organizational culture.” 

Lack of resources makes unfeasible the monitoring of TD 

items, as we can notice in “even knowing the problem, there 

are no resources for immediate solution” and “the time and 

resources of the project were very limited.” The PAR lack of 

TD monitoring process means that a process to monitor TD 

is missing in the organization, as evidenced in “there was no 

process for it” and “we weren't tracking it.” 

Lastly, the PARs lack of specific team and react when 

becoming a problem were considered in 3% and 2% of the 

projects, respectively. Lack of specific team refers to software 

projects that do not have a team responsible for monitoring TD: 

“it was known about for years but we didn't have the headcount 

to refactor” and “not enough people or time too.” React when 

becoming a problem indicates the existence of bad practices 

when managing with TD, as we can observe in “it is neglected 

until it becomes a problem” and “in the absence of planning, the 

methodology was reactionary to the problems.” 

As with monitoring practices, the data revealed distinct 

types of PARs. After analyzing the top ten PARs, we noticed 

that items like lack of interest, focusing on short term goals, 

and react when becoming a problem represent a decision 

factor considered by the team for not monitoring TD items. 

Differently, lack of time and lack of knowledge on TD 

represent situations in which the practitioners could have the 

intention of monitoring the debt, but they would not be able 

to due to issues that are out of their control (an impediment). 

 

Finding 7: TD is not monitored due to explicit decisions 

not to monitor the debt or due to impediments that 

obstruct teams or team members in monitoring.  

 

Table 11 presents the identified types of PARs, reporting 

the type’s name, the number of unique PARs for TD non-

monitoring cited (#PAR), and the total number (i.e., count) 

of PARs (#CPAR) cited in each type. #CPAR also indicates 

the number of projects that used that PAR for justifying the 

non-monitoring of TD items in each type. Column %PARP 

corresponds to the percentage of #CPAR in relation to the 

total of all projects, indicating how frequently each type was 

used in software projects. Impediments are the most common 

reason for explaining the non-monitoring of TD, being 

present in 64% of the software projects, while decision 

factors were considered in 50% of the projects.  

Table 11. Type of PAR for TD non-monitoring. 

Type of PAR for 
TD non-monitoring 

#PAR #CPAR %PARP* 

Decision factor 10 98 50% 

Impediment 25 125 64% 

Caption: 
#PAR - Count of unique cited practice avoidance reason 
(PAR) for TD non-monitoring. 
#CPAR - Count of practice avoidance reasons for TD 
non-monitoring. 

%PARP - Percentage of CPAR in relation to the total of 
all projects (197). 
* The percentage exceeds 100% due to the overlapping 
of PARs in a same survey’s answer. 

 

When analyzing the identified set of PARs, we noticed that 

many of them were associated with each other and could be 

organized into more generic categories. For example, the 

PARs lack of TD monitoring process and TD item eliminated 

as soon as identified could be grouped into a category like 

methodology, because they are related to the process adopted 

by a software team. To name the categories, we used the 

categories proposed by Rios et al. (2020b), as presented in 

Table 5. Then, we grouped the PARs into eight categories: 

• Development issues: encompasses PARs 

associated with software development activities. 

The two PARs grouped in this category are: 

changing in the requirements and legacy system. 

• External factors: refers to PARs associated with 

factors that software teams cannot control. The 

three identified PARs in this category are business 

pressure, project discontinued, and TD item 

payment do not generate revenue. 

• Internal quality issues: groups PARs associated 

with limitations that compromise the internal 

quality of the software. The PARs complexity of TD 

items, lack of effort to know the cause of TD, and 

too many TD items compose this category. 

• Lack of knowledge: includes only one PAR (lack 

of knowledge on TD) associated with the need for 

technical knowledge. 

• Methodology: encompasses PARs related to 

processes followed by a software team. Examples 

of PARs in this category are lack of TD monitoring 

process, react when becoming a problem, and TD 

item eliminated as soon as identified. 

• Organizational: includes PARs related to 

organizational decisions. Among them, we 

highlight lack of interest, lack of organizational 

culture, and lack of resources. 

• People: refers to PARs associated with team 

characteristics, such as emotional issues of the 

team, lack of experience, and team overload. 

• Planning and management: groups PARs related 

to management activities. Examples are focusing on 

short term goals, lack of time, and ineffective 

planning and management. 

Table 12 presents the categories of PARs for TD non-

monitoring, reporting the category’s name, the number of 

unique PARs cited (#PAR) and the total number (i.e., count) 

of PARs (#CPAR) cited in each category. #CPAR also 

indicates the number of projects that considered a PAR for 

explaining the non-monitoring of TD items in each category. 

Lastly, the column %PARP corresponds to the percentage of 

#CPAR in relation to the total of all projects.  

The categories planning and management and 

organizational have the greatest number of PARs, impacting 

46% and 36% of the projects, respectively. One could 
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assume that technical (development and internal quality) 

issues would have a decisive role when opting for not 

monitoring debt items. However, contrary to this, our results 

pointed out that managerial aspects are the key concern we 

should have in mind to understand why the monitoring of 

debt items has not been considered in the projects. 

 

Finding 8: Most of the reasons why companies refuse to 

monitor TD items originate from management, but also 

from organization as an overall working context. 

Table 12. Categories of PARs for TD non-monitoring. 

Category of PAR for 
TD non-monitoring 

#PAR #CPAR %PARP* 

Planning and 
management 

10 90 46% 

Organizational 6 70 36% 

Lack of knowledge 1 23 12% 

Methodology 6 20 10% 
People 4 7 4% 

External factors 3 5 3% 

Development issues 2 4 2% 
Internal quality issues 3 4 2% 

Caption: 
#PAR - Count of unique cited practice avoidance reasons 
(PARs) for TD non-monitoring. 
#CPAR - Count of PARs for TD non-monitoring. 
%PARP - Percentage of CPAR in relation to the total of all 
projects (197). 
* The percentage exceeds 100% due to the overlapping of 
PARs in a same survey’s answer. 

 

Lastly, we investigated the relationship between the 

categories and types of PARs, as shown in Figure 5. The 

categories planning and management, organizational, and 

people have the greatest number of impediments, revealing 

that these categories deserve more attention if we want to 

increase the capacity of a team’s investment on TD 

monitoring activities. This is also true for the categories lack 

of knowledge, external factors, and development issues. On 

the other hand, methodology and internal quality issues are 

more related to decision factors. This is expected, because 

these two categories are closer to daily and recurrent 

activities directly performed by teams. An investment in 

facilitating the execution of TD monitoring activities at this 

level can have an impact on the management of TD items. 

4.3.1 RQ2.1: What are the main practice avoidance 

reasons for non-monitoring each type of debt? 

Figure 6 presents the relationship among the types of debt 

and the top 10 PARs. The PARs lack of time and lack of 

knowledge on TD are considered to explain the non-

monitoring of most TD types; then, software teams can 

facilitate TD monitoring improving their planning and 

spending time in training on TD. We can also observe that 

the explanation of the non-monitoring of service, usability, 

and versioning debt items are only done by the PARs lack of 

knowledge on TD, focusing on short term goals, and lack of 

interest, revealing that besides promoting their knowledge 

on TD, software teams need to change their and their 

organization’s mindset. Lastly, as test and documentation 

debt items share almost the same PARs, teams wanting to 

monitor these items can apply some strategies for facilitating 

it. 

 

Finding 9: Most of TD types (13 of 14) are not monitored 

due to at least one of the following reasons: lack of 

interest, lack of time, or focusing on short term goals. 

 

 
Figure 5. Relationship among categories and types of PARs for TD non-monitoring. 
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Figure 7 shows the relationship among the types of debt 

and categories of PARs, indicating how frequently PARs 

from these categories are used to explain the non-monitoring 

of each type of debt. The categories planning and 

management and organizational concentrate the PARs of 

almost all types of debt, indicating that software teams can 

improve their capacity for TD monitoring investing efforts 

to promote their managerial activities and organizational 

decisions. Although PARs from those categories are mainly 

used for explaining the non-monitoring of architecture, code, 

defect, design, documentation, infrastructure, people, 

process, requirements, test, usability, and versioning debt 

items, we noticed that the non-monitoring of automation test 

and service debt items are commonly justified by PARs from 

the category lack of knowledge. It means that software teams 

can improve their technical knowledge for enabling TD 

monitoring initiatives. 

5 Discussion 

In this section, we revisit the findings of each research 

question. After, we organize the TD monitoring-related 

practices and PARs into a conceptual map.  

5.1 Revisiting the research questions 

We identified 46 monitoring-related practices for monitoring 

TD items (RQ1). Of these practices, TD item backlog, use of 

tools, team meetings, and improving software development 

process are the most used. The identified practices have been 

used by practitioners for monitoring, preventing, identifying, 

and repaying TD items, and enabling TD monitoring 

 
Figure 6. Relationship among types of debt and the top 10 TD monitoring-related practices. 

 
Figure 7. Relationship among types of debt and categories of TD monitoring-related practices. 
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initiatives. It reveals that efforts for monitoring TD items 

should take into consideration the integration among these 

TD management activities. Also, we grouped the practices 

into seven categories. Planning and management and 

methodology encompass the majority of the practices, 

playing a central role in TD monitoring. Practices from both 

categories benefit from each other, once the category 

planning and management is mainly characterized for 

grouping monitoring actions, while methodology has more 

practices for enabling TD monitoring. Lastly, the ten most 

cited practices are performed for monitoring the analyzed 14 

types of debt. Practices from planning and management are 

used for monitoring almost all analyzed types, indicating that 

it would be a good choice to start TD monitoring initiatives 

by them. 

Concerning the PARs for explaining the non-monitoring 

of TD items (RQ2), we identified 35 of them. Lack of 

interest, focusing on short term goals, lack of time, and lack 

of knowledge on TD were the most commonly cited PARs. 

They are classified into two types: decision factors and 

impediments. In general, impediments are more commonly 

considered for justifying the non-monitoring of TD items 

than decision factors. Thus, the monitoring of TD is not just 

a matter of will, but of mitigating the restrictions that curb 

the adoption of monitoring practices too.  

We grouped the PARs into eight categories. Planning and 

management and organizational concentrate the greatest 

number of PARs, revealing that decisions taken at 

organizational or managerial levels are decisive for 

monitoring TD items. Finally, we investigated the relation 

between PARs and types of debt. Overall, the ten most cited 

PARs have been considered for justifying the non-

monitoring of all types of debt. Particularly, PARs from 

planning and management and organizational have been 

considered for explaining the majority of the analyzed types. 

5.2 Technical debt monitoring conceptual map 

In this section, we organize the TD monitoring-related 

practices and PARs for TD non-monitoring into a conceptual 

map, following the concepts of evidence briefings (Cartaxo 

et al. 2016). Figure 8 shows the conceptual map for TD 

monitoring. The rectangles with rounded edges group the 

entire set of practices and PARs. Rectangles with dashed 

lines represent the categories of practices and PARs. In each 

category, the map shows the percentage associated with the 

category and its practices or PARs. To calculate the 

percentages, we summed up the number of occurrences for 

each practice or PAR and divided by the number of projects 

in which that practice or PAR was cited. For example, the 

monitoring action TD item backlog was cited by 34 

participants. As we had 259 participants indicating that a TD 

item was monitored in their projects, TD item backlog was 

used in 13% (34/259*100) of them. Finally, to calculate the 

percentage of each category, we summed up the percentages 

of its practices or PARs.  

We use small circles with different colors for representing 

the types of TD monitoring-related practices (monitoring 

action, enabling TD monitoring, TD prevention, TD 

payment, or TD identification) and PARs (decision factor or 

impediment). For example, the category internal quality 

issues, from the monitoring-related practices rectangle, has 

one white circle (identifying TD items) representing a 

practice of the TD identification type, one brown circle 

(refactoring) of the TD repayment type, and two gray circles 

(understanding the cause of TD item and identify the worst 

debt areas) of the monitoring action type.  

The map shows us, for example, that the categories 

planning and management and methodology are the most 

commonly used in 44% and 32% of the projects, 

respectively. From the category planning and management, 

the monitoring action TD item backlog stands out, being 

used in 13% of the projects. On the right side, the map 

indicates that the categories planning and management 

(46%) and organizational (36%) are the most commonly 

considered PARs for explaining the non-monitoring of TD 

items. The decision factor lack of interest stands out in the 

category organizational, is considered 22% of the projects. 

Concerning the practices, the map can be useful for 

practitioners in two scenarios. If a team does not have 

experience performing TD monitoring, it can base its first 

steps on the experience of others and use the percentages as 

a criterion for choosing practices to set its monitoring 

initiative. In the second scenario, if a team already has 

experience TD monitoring, the map serves as a 

benchmarking tool. Based on the experience from others, the 

team can compare its practices and identify new ones that 

could be used. In addition, when looking at the categories’ 

level, if a team already use a practice from a specific 

category, it can discover other practices related to that 

practice.  

About the PARs, the map sheds light on possible 

improvement points in the team’s capability to make feasible 

the application of practices for monitoring the debt. These 

points can be divided into two scenarios. First, let us 

consider a team with no experience in monitoring TD items, 

the map can support the team in identifying PARs used in 

practice, and the percentages can be used as a criterion for 

verifying what PARs are more common for impeding TD 

monitoring initiatives. Lastly, if the team has already 

experienced TD monitoring, the map can reveal new PARs 

from a practitioners’ experience, improving the team’s 

perception of factors that curb TD monitoring. Also, the map 

categories can support the team in identifying other PARs 

related to ones already used by the team associated with the 

same TD monitoring issue. In both scenarios, as PARs are 

divided into impediments and decision factors, software 

teams can understand whether the TD non-monitoring 

occurs due to their decision, or an impediment posed by 

other stakeholders. 

5.3 Comparison to Related Work 

We compared our findings with the ones reported in related 

work. As previously said, we did not find studies that 

investigated the PARs, thus, the comparison only takes into 

consideration the practices used for monitoring TD items. 

The comparison was performed in two levels: practices and 

categories of practices. To perform this comparison, the first 

author identified the practices or categories in related work 
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and mapped them to corresponding ones found in our work. 

Afterwards, the last author reviewed this comparison, and 

the divergences were resolved in a meeting involving these 

authors.  

Table 13 presents the comparison considering the ten best-

positioned practices reported in our study. Analyzing the 

table, we can observe that half of these practices are 

confirmed in at least one related work, indicating that the 

results are somewhat aligned. The most cited practices TD 

item backlog and use of tools are previously found by four 

and six related work. It evidences that different types of 

research (case studies, tool development, systematic review, 

and survey) also provided a cohesive list of practices for TD 

monitoring. In summary, we found 19 practices standard for 

both studies (ours and related work), but other 27 practices 

were found only in our study, and only six practices were 

recognized in the related work. The complete comparison is 

presented in Table 17 in the Appendix. 

Table 14 presents the comparison considering the 

categories of practices. This comparison was only done with 

Li et al. (2015) because it reported categories of practices for 

monitoring TD items. The result of a comparison can be total 

 
Figure 8. TD monitoring map. 
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(indicating that all practices from a category identified in our 

work are considered in the related work and vice-versa) or 

partial (indicating that our work has practices that are not 

considered in the related work). We notice that the categories 

methodology, internal quality issues, and planning and 

management were confirmed partially in the literature, while 

the categories development issues, infrastructure, 

organizational, and people were found only in our study. 

In summary, our work extends the state of the art 

providing evidence on the practices used by software 

practitioners to monitor TD items or support their TD 

monitoring initiatives. Also, we evidence the primary PARs 

that hamper the application of these practices, supporting 

software practitioners in analyzing their projects and define 

strategies to resolve these PARs. 
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 Table 13. Comparison between the best positioned TD monitoring-related practices and the ones reported by related work. 

Our Study 
Technical Debt Monitoring-Related Practices from 

RW1 RW2 RW3 RW4 RW5 RW6 RW7 RW8 RW9 RW10 RW11 

TD item 
backlog 

- 
Backlog 

grooming 
- - - 

Creation of TD 
items in a 
backlog 

Reporting 
TD items in 

backlog 
- 

Panels (TO 
DO, DOING, 
and DONE), 
based on the 
Kanban 
concept 

- - 

Use of tools - - - 

Using data 
collected 

from 
(managemen

t or TD 
measuring) 

tools 

- AnaConDebt 
Using 

system for 
bug fixing 

Measuring 
symptom 

severity on a 
smell 

thermometer 
Sonar TD 

plugin 
DebtFlag 

TD evaluation 
(SQALE) 

Software maps 
tool 

Code 
Christmas tree 

VisminerTD tools - 

Team meetings - - - - - - - - - - - 

Improving 
software 
development 
process 

- - - - - - - - - - - 

Refactoring - - - - - - - - - - - 

Improving tests - - - - - - 
Measuring 

test coverage 
- - - 

Changes in 
the test 
process 

Code review - - - - - - - 
SQALE 
method 

- - - 

Communicatin
g the 
stakeholders of 
TD items 

- - - - - - - - - - - 

Tracking TD 
items 

- - - - - - - - - - - 

TD 
Management 
Plan 

Accounting - - - 
Planning in 

advance for TD 
- - 

Accounting 
formal 

approach to 
TD decision 

making 

- - - 

Caption: 
RW1: Ampatzoglou et al. (2015) 
RW2: Ernst et al. (2015) 

RW3: Oliveira et al. (2015) 
RW4: Yli-Huumo et al. (2016) 
RW5: Behutiye et al. (2017) 

RW6: Martini (2018) 
RW7: Martini et al. (2018) 
RW8: Rios et al. (2018b) 

RW9: Mendes et al. (2019) 
RW10: Apa et al. (2020) 
RW11: Aragão et al. (2021) 
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5.3.1 Comparing the identified practices and PARs with 

those reported by Freire et al. (2021c)  

By analyzing 274 answers given by agile software 

practitioners, our previous study (Freire et al. 2021c) 

identified 25 monitoring-related practices and 22 PARs for 

TD non-monitoring. These practices were also recognized in 

the present study, but we increased the list to 46 practices 

and 35 PARs. 

Regarding the practices, we found the following new ones: 

architecture reviewing, code review, continuous 

deployment, cost/benefit analysis, documentation review, 

focusing on TD payment, identifying TD items, improve 

documentation, improving configuration management 

practices, improving planning, improving tests, qualified 

professionals, quality validation (meetings), refactoring, 

risk analysis, support from project management, team 

restructuring, test automation, training, use of metrics for 

TD identification, and using informal practices. 

About the PARs, we identified the following new ones: 

changes in management, company with projects beyond 

capacity, complexity of TD items, lack of confidence in the 

technical leader, lack of effort to know the cause of TD, lack 

of qualified professionals, lack of TI governance, late TD 

identification, project delayed, project discontinued, TD 

item payment do not generate revenue, TD was not 

documented, and team overload. 

Our study confirms and extends the list of practices and 

PARs reported in our previous study (Freire et al. 2021c) 

based on the increased diversity of software development 

contexts. 

6 Threats to Validity 

As in any empirical study, our study can be affected by 

threats to validity, requiring strategies to remove or mitigate 

these threats. We identified threats affecting construct, 

conclusion, internal, and external validity, following the 

categories defined by Wohlin et al. (2012). 

Construct validity. Threats from this category are 

associated with social factors or experimental design 

(Wohlin et al. 2012). We identified a threat arising from the 

validity of participants’ responses. Participants could answer 

the survey questions without considering the context of TD 

or TD monitoring. And, as the survey was performed 

remotely, it can maximize the effect of this threat. To 

mitigate it, we included two acceptance criteria: (i) the 

example of TD provided by participants in Q13 must 

describe an actual TD item and (ii) the answer given to Q25 

must be associated with practices or PARs for TD 

monitoring. Then, a participant’s answer was considered in 

our analysis, if the answer fit into these acceptance criteria. 

Conclusion validity. It affects the capacity to correctly 

interpret the results (Wohlin et al. 2012). A threat arises from 

the qualitative analysis because it is subjective and subject 

to inconsistencies. We used this analysis type in three 

activities: identifying TD types from Q13, coding Q25 for 

recognizing practices and PARs, and grouping these 

practices and PARs into types and categories. To reduce this 

threat, two different researchers in each InsighTD replication 

performed the TD type identification separately, considering 

answers given to Q13. To solve eventual divergences, a third 

researcher also analyzed the answers. In the coding process, 

at least three researchers in each InsighTD replication 

identified practices and PARs from answers given to Q25. 

These researchers performed one of the following roles: 

code identifier, code reviewer, and referee. Lastly, for 

grouping practices and PARs into types and categories, a 

researcher performed the categorization and defined the 

type, and an experienced researcher reviewed them. 

Eventual divergences were resolved in a meeting between 

these researchers.  

Table 14. Comparison to related work on categories of TD monitoring-related practices.  

Our Categories 

Categories from Li et al. (2015) 
Overlapping 

Degree 
Category 

Name 
Definition 

Methodology TD propagation 
tracking 
 

Track the influences of TD through dependencies between other 
parts of a system and the parts of the system that contains TD. 

Partial 

TD monitoring 
with quality 
attribute focus 

Monitor the change of quality attributes that detrimental to TD, 
such as stability. 

Partial 

Planned check 
 

Regularly measure identified TD and track the change of the TD. Partial 

Internal quality 
issues 

Threshold-
based approach 

Define thresholds for TD related quality metrics, and issue 
warnings if the thresholds are not met. 

Partial 

Planning and 
management 
issues 

TD plot Plot various aggregated measures of TD over time and look at the 
shape of the curve to observe the trends. 

Partial 

Development 
issues 

- 
- - 

Infrastructure - - - 
Organizational - - - 

People - - - 
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Internal validity. Threats related to other factors affecting 

the results without the researcher’s knowledge compose this 

category (Wohlin et al. 2012). As the survey questions were 

answered remotely, the participants could misunderstand 

these questions, arising an internal threat affect our study. To 

minimize it, the survey passed through three internal reviews 

conducted by experienced researchers from the InsighTD 

project, and one external review conducted by a senior 

researcher. Afterwards, a pilot study was run to assess the 

survey questions, structure, and duration. More details on 

this process are described in Rios et al. (2020b). 

External validity. Regarding the threats that affect our 

ability to generalize the results, we mitigate them by 

targeting industry practitioners from different countries, 

organizations, and projects characteristics. Moreover, the 

sample (composed of 653 participants) minimizes the 

chances of subsets of participants have biased the results. 

However, we are still not able to define how generalizable 

the results are due to the lack of empirical data characterizing 

the population. We intend to continuously reduce these 

threats by collecting and consolidating more empirical 

evidence from other InsighTD replications. However, an 

argument can be made that the ecological validity (Andrade 

2018) of the work, i.e., the extent to which these findings 

approximate other real-world scenarios, is likely to hold in 

other settings. 

7 Final Remarks 

This work reports software practitioners’ point of view on 

TD monitoring, revealing the practices used for monitoring 

TD and the PARs considered for explaining TD non-

monitoring. The work groups practices and PARs into 

categories, indicating the main issues associated with TD 

monitoring. It also identifies relationships between practices 

and types of debt and PARs and types of debt. These 

relations can support software practitioners in addressing 

specified practices or PARs to a type of debt that commonly 

affects their project.  

To make our results more useable in practice, we organize 

practices, PARs, and their categories and types into a 

conceptual map. Practitioners can use the map as a guideline 

supporting the identification of TD monitoring practices and 

PARs. Irrespective of having experience in TD monitoring, 

software teams can analyze the practices and PARs (i) 

considering their percentual of occurrence and (ii) 

discovering practices and PARs related to each other by their 

categories. Software practitioners can use the conceptual 

map to support their TD monitoring initiatives. We provide 

more detail in Section 5.2. Also, we offer the following key 

takeaways that come from our analysis: 

1. TD is mostly monitored by tracking TD item in the 

backlog, or by using specialized tools, or by 

discussing the TD item during the team meetings. 

2. Direct monitoring actions, supported with enabling 

tools and practices, are the most common way of 

monitoring TD. 

3. Majority of TD monitoring practices represent a 

dedicated management tasks or a dedicated activity 

in an overall development process. 

4. Most pervasive TD monitoring practice is tracking 

TD items in a backlog since this practice can be 

used for monitoring 12 out of 14 TD types. The 

practices that follow are the use of specialized tools 

and code refactoring. 

5. Planning and management related practices are 

dominantly used for monitoring all types of debt 

except for people and process debt where they are 

not used at all. 

6. Lack of interest, lack of time, and the focus on short 

term goal are the main reasons why companies 

avoid monitoring TD items. 

7. TD is not monitored due to explicit decisions not to 

monitor the debt or due to impediments that 

obstruct teams or team members in monitoring. 

8. Most of the reasons why companies refuse to 

monitor TD items originate from management, but 

also from organization as an overall working 

context. 

9. Most of TD types (13 of 14) are not monitored due 

to at least one of the following reasons: lack of 

interest, lack of time, or focusing on short term 

goals. 

For researchers, our findings can stimulate new research 

aligned with the TD monitoring state of the practice. The list 

of practices and PARs can motivate investigations in a 

problem-driven way. For example, researchers can propose 

strategies to mitigate the effects of PARs present in software 

projects by conducting case studies in software industry. 

Furthermore, the proposal of new strategies and tools for TD 

monitoring will benefit from combining different TD 

management strategies with current TD monitoring 

practices. According to our survey, participants have used 

practices to monitor TD and for TD repayment, prevention, 

and identification.  

As future work, we intend to empirically assess the 

conceptual map to verify their effectiveness for supporting 

TD monitoring. Moreover, we seek to explore the 

relationship between the effects of TD and TD monitoring to 

identify the practices or PARs used by a software team when 

it felt the presence of the debt in the team’s project. Finally, 

the relationship between TD repayment and monitoring 

could also be investigated to identify how software 

practitioners integrated the practices used to monitor and 

repay the debt. 
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Appendix 

Table 15. TD monitoring-related practices and their examples of citation. 

TD Monitoring-related Practice Quotes from Participants 

Adoption of agile methodology - “Yes, using agile methodologies and tools for that.” 
- “An agile project methodology was adopted to close 
gaps, monitor project progress and results.” 

Architecture reviewing - “An analysis of the initial architecture was carried out 
and an architecture was designed that fulfilled the same 
functions but was better organized.” 

Assign team for TD monitoring - “In the following sprints, the quality team started to 
have more monitoring.” 
- “By the documentation team.” 

Code review - “Every pull request changing the login page must be 
looked at by least 2 architects.” 
- “(…) code reviews done during sprint.” 

Communicating the stakeholders of TD 
items 

- “The client is perfectly aware of it.” 
- “It was monitored in the sense that the team had a 
shared awareness and discussed its ongoing impact.” 

Continuous deployment - “(…) the tools for automated delivery were defined.” 

Continuous integration - “Test with continuous integration, monitoring with 
sonar etc..” 

Cost/benefit analysis - “We look at the cost of switching and the features 
available.” 

Dashboard - “Activity tracking.” 
- “Logs, dashboard and alarms.” 

Documentation review - “Through tools such as code coverage and 
documentation auditing.” 
- “In the sprint review, the documentation is checked.” 

Focusing on TD payment - “We were aware of what we are doing and planned to 
"pay the debt" later on in the maintenance stage of the 
project.” 

Identify the worst debt areas - “Most of us who are involved with creating and 
supporting the product are aware of the worst debt areas.” 

Identifying TD items - “We identified the issue we were placed into and when 
we can address it.” 

Improve documentation - “Forcing proper definition and documentation.” 

Improving configuration management 
practices 

- “Code refactored, database versioned, git history 
cleaner by commit rules.” 

Improving planning - “Better planning and organization.” 

Improving software development process - “Started with a training process, application of agility 
and the adoption of the best development practices.” 
- “Through the different reprocesses that occurred.” 

Improving tests - “A test plan was made in conjunction with the user, and 
they were run again.” 
- “(…) we began to incorporate more end-to-end tests to 
gate delivery.” 
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Improving the requirement management - “Active management of the requirements to get to 
implementation quickly.” 

Infrastructure monitoring - “The infrastructure sector monitors on-premise servers 
in the company's custody.” 

Knowledge sharing  - “With the adoption of Scrum and the use of meetings 
every day to align the understanding of the development 
team about the solution that was being developed, and 
also the practice of pair programming that made it 
possible to disseminate knowledge.” 

Measuring the effort - “We often created timeboxes for how much time we 
want to spend on updating or maintaining a component. 
Also, we monitor how much support time we are 
spending on the app.” 

Prioritization of TD items - “To have the user story and prioritize it.” 

Process automation - “By automating the process which brought problems to 
our attention immediately.” 

Pull request monitoring - “Through bitbucket functionalities which monitored the 
pull requests of the user with debt.” 

Qualified professionals - “Agile methodologies and Devops were implemented, 
the team grew, and qualified personnel and specialists 
were brought in each of their areas.” 

Quality validation (meetings) - “Continuously evaluate the quality of the system.” 

Refactoring - “Refactoring took place before the development of 
other services took place.” 
- “Refactoring when appropriate and time allowed.” 

Risk analysis - “Before each project, risks were reported to the IT 
manager.” 

Support from project management - “Project management committed to supporting both the 
user and the developer to minimize the impact on other 
project tasks.” 

TD as a task - “Identified as a task and placed in the backlog for later 
prioritization.” 
- “Technical debt sub-tasks associated with each task 
were created.” 

TD estimation - “There was a constant estimation of the scope and 
possible cost of refactoring.” 

TD item backlog - “Keep a list of all TD and regularly determine how to 
eliminate it.” 
- “Identified as a task and placed in the backlog for later 
prioritization.” 

TD management plan - “A schedule was developed specifically to address the 
case.” 
- “We were aware of what we are doing and planned to 
‘pay the debt’ later on in maintenance stage of the 
project.” 

TD status progress report - “Project manager asked for daily reports on fixes and 
why things were needing refixed.” 
- “Through daily reports on the progress of projects and 
possible future stoppers.” 

Team meetings - “Regular meeting, usually weekly held that would track 
the progress.” 
- “(…) the use of meetings every day to align the 
understanding of the development team about the 
solution that was being developed (…).” 

Team restructuring - “The work team was structured more efficiently.” 

Test automation - “Implementation of automatic tests with requirements 
for increasing or maintaining coverage, separation of 
services, integration and continuous deployment, and 
gradual migration of services and clients.” 

Tracking TD items - “Work considered part of the technical debt was 
tracked.” 
- “Through the task/issue tracking system.” 

Tracking the cost - “We tracked the cost of corrective defective data.” 
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Training - “Beginning with a process of training, application of 
agility, and appropriation of best practices in 
development.” 

Understanding the cause of TD item - “Studying the root cause of the problem.” 

Use of measuring reports - “With measurement bulletins.” 

Use of metrics for TD identification - “By introducing code/test metrics.” 
- “Monitoring based on metrics during the development 
of the project.” 

Use of tools - “We have to use tool to monitor it, this is an ongoing 
process.” 
- “Use of tools like SonarQube.” 

Using informal practices - “Informally. Having high hopes to rectify it by the end 
of the project.” 
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Table 16. Practice avoidance reasons and their examples of citation. 

Practice Avoidance Reason Quotes from participants 

Business pressure - “There was no time for that, because of business 
pressure.” 

Changes in management - “Due to repeated changes in leadership.” 

Changing in the requirements - “Volatile specifications.” 
Company with projects beyond capacity - “More customers than the company's capacity.” 

Complexity of TD items - “The technical debt item was too large to monitor and 
the team had no resources to monitor it.” 

Cost - “Because the managers understand that there would 
be no financial gain, without seeing the maintenance 
costs.” 

Effort - “Because the effort in updating the documentation 
was very great.” 

Emotional issues of the team - “Emotional issues are not something that is generally 
acknowledged in the programming world let alone in 
business. You can't bring those types of things up even 
privately with the leads, you just have to hold it in.” 

Focusing on short term goals - “Not in the priority pipeline.” 
- “It was not critical for the success of the project.” 

Inaccurate time estimate - “Because the project times were extremely short and 
the whole team was already doing a lot of overtime.” 

Ineffective planning and management - “Ineffective management.” 
- “Lack of management.” 

Lack of confidence in the technical leader - “Lack of confidence of the technical manager of the 
team.” 

Lack of effort to know the cause of TD - “In general, they are found guilty, but it is rarely 
sought to understand the motivational factor of the 
occurrence.” 

Lack of experience - “The team lacks the experience in the new scheme 
selected to solve the problem and all the strategies result 
in the same problem.” 

Lack of interest - “Little interest of the company to correct this type of 
situation.” 
- “Management did not care.” 

Lack of knowledge on TD - “Because the concept of technical debt was not yet 
applied in the company.” 
- “There is no knowledge about TD.” 

Lack of organizational culture - “This is very dependent on the organization. In this 
case, it was not identified, monitored, or managed.” 
- “Because there is no permanent initiative to generate 
changes in the organizational culture.” 

Lack of qualified professionals - “Lack of people who could deal with the problem.” 
Lack of resources - “Even knowing the problem, there are no resources 

for immediate solution.” 
- “The time and resources of the project were very 
limited.” 

Lack of specific team - “It was known about for years but we didn't have the 
headcount to refactor.” 
- “Not enough people or time too.” 

Lack of TD monitoring process - “There was no process for it.” 
- “We weren't tracking it.” 

Lack of TI governance - “Because there is no IT governance in place, and no 
PMO in place.” 

Lack of time - “Because deadlines are tight.” 
- “The project timeline didn't allow it.” 

Lack of understanding about the impact of 
the debt 

- “Lack of knowledge of the impact of the TD item in 
question.” 
- “Technical debt was not identified as a problem at the 
time.” 

Late TD identification - “Too late identification.” 



 

Hearing the Voice of Software Practitioners on TD Monitoring Freire et al. 2024 

Legacy system - “This project is large and has been developed over 
years (and is still being actively developed).” 

Product delivered - “After the project is finished, refactorings will not be 
allowed.” 

Project delayed - “(…) all the projects were late.” 

Project discontinued - “Because the project simply lost its potential value 
and gradually became ignored.” 
- “The user team discarded the project.” 

React when becoming a problem - “It is neglected until it becomes a problem.” 
- “In the absence of planning, the methodology was 
reactionary to the problems.” 

TD Item eliminated as soon as identified - “We decided to resolve it soon.” 
- “It was not monitored, it was implemented.” 

TD item payment do not generate revenue - “Because resolving tech debt is not a revenue-
generating. Until it becomes a big enough problem to 
do something about.” 

TD was not documented - “We know that it exists, but not documented.” 

Team overload - “There was no time for experts to perform peer 
reviews because of the amount of work.” 

Too many TD items - “Debt occurs with some frequency.” 
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Table 17. Comparison to related work on TD monitoring-related practices. 

 
Our Study 

Technical Debt Monitoring-Related Practices from 

 RW1 RW2 RW3 RW4 RW5 RW6 RW7 RW8 RW9 RW10 RW11 

E
n
a
b
l
i
n
g 
 
T
D  
 
m
o
n
i
t
o
r
i
n
g 

Adoption of 
agile 
methodology 

- - - - 

Implementing 
pair 

programming 
or test-driven 
development 

- - - - - - 

Assign team 
for TD 
monitoring 

- - 

Defining a 
responsible 

for 
monitoring 

each 
identified 

and 
measured 
TD item 

- - - - - - - - 

Continuous 
integration 

- - - - 
Continuous 
integration 

tools 
- - - - - - 

Improving 
planning 

- - - - - - - - - - - 

Improving 
software 
development 
process 

- - - - - - - - - - - 

Improving 
the 
requirement 
management 

- - - - - - - 
RE-

KOMBINE 
model 

- - - 

Infrastructure 
Monitoring 

- - - - - - - - - - - 

Knowledge 
sharing  

- - - - - - - - - - - 

Process 
automation 

- - - - - - - - - - - 

Pull request 
monitoring 

- - - - - - - - - - - 

Quality 
validation 
(meetings) 

- - - - - - - - - - - 

Support from 
project 
management 

- - - - - - - - - - - 

TD 
management 
plan 

Accounting - - - 
Planning in 

advance for TD 
- - 

Accounting 
formal 

approach to 
- - - 
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TD decision 
making 

Team 
restructuring 

- - - - - - - - - - - 

Use of tools - - - 

Using data 
collected 

from 
(manageme

nt or TD 
measuring) 

tools 

- AnaConDebt 
Using 

system for 
bug fixing 

Measuring 
symptom 

severity on a 
smell 

thermometer 
Sonar TD 

plugin 
DebtFlag 

TD 
evaluation 
(SQALE) 
Software 
maps tool 

Code 
Christmas 

tree 

VisminerTD tools - 

M
o
n
i
t
o
r
i
n
g  
 
a
c
t
i
o
n 

Communicati
ng the 
stakeholders 
of TD items 

- - - - - - - - - - - 

Cost/benefit 
analysis 

Cost/benefit - - - - - - 
Cost-benefit 

analysis 
- - 

Monitor 
changes in 

the 
cost/benefit 

ration of 
the 

identified 
debt 

Dashboard 
Portfolio 

management 
- - - 

Collective 
dashboards 

- - 
Portfolio 
approach 

- - - 

Identify the 
worst debt 
areas 

- - - - - - - 
Debt 

symptoms 
index 

- - - 

Measuring 
the effort 

Real options 
marketing 

- - - - - - 
Options 

marketing 
- - - 

Prioritization 
of TD items 

- - - - - - - - - - - 

Risk analysis - 

TD 
monitorin
g as part 
of risk 
process 

- - - - - - - - - 

TD as a task - - - - - - - - - - - 
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TD 
estimation 

- - - - 

Improving 
estimation 

techniques of 
sprints 

- - - - - - 

TD item 
backlog 

- 
Backlog 

grooming 
- - - 

Creation of 
TD items in a 

backlog 

Reporting 
TD items in 

backlog 
- 

Panels (TO 
DO, DOING, 
and DONE), 
based on the 

Kanban 
concept 

- - 

TD status 
progress 
report 

- - - - 
Visualization 

techniques 
- - - - - - 

Team 
meetings 

- - - - - - - - - - - 

Tracking TD 
items 

- - - - - - - - - - - 

Tracking the 
cost 

- - - - - - - - - - - 

Understandin
g the Cause of 
TD Item 

- - - - - - - - - - - 

Use of 
measuring 
reports 

- - - - - - - - - - - 

Using 
informal 
practices 

- - - - - - - - - 
Manual 

monitoring 
- 

T
D  
 

i
d
e
n
t
i
f
i
c
a
t
i
o
n 

Identifying 
TD items 

- - - - - - 

Statically 
analyzing the 

code for 
finding TD 

items or 
potential 
bugs, or 
security 
issues 

- - - - 

Use of 
metrics for 
TD 
identification 

- - - - - - - 

Metrics for 
managing 

architectural 
TD 

- - - 

T
D  

Focusing on 
TD payment 

- - - - - - - - - - - 
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r
e
p
a
y
m
e
n
t 

Improve 
documentatio
n 

- - - - - - - - - - - 

Refactoring - - - - - - - - - - - 

T
D  
 
p
r
e
v
e
n
t
i
o
n 

Architecture 
reviewing 

- - - - - - - - - - - 

Code review - - - - - - - 
SQALE 
method 

- - - 

Continuous 
deployment 

- - - - - - - - - - - 

Documentati
on review 

- - - - - - - - - - - 

Improving 
configuration 
management 
practices 

- - - - - - - - - - - 

Improving 
tests 

- - - - - - 
Measuring 

test 
coverage 

- - - 
Changes in 

the test 
process 

Qualified 
professionals 

- - - - - - - - - - - 

Test 
automation 

- - - - - - - - - - - 

Training - - - - - - - - - - - 

- - - - - - 
setting a 

commonly agreed 
definition of done 

- - - - - - 

- - - - - - - - 

using 
comments in 
the code or 

other artifacts 

- - - - 

- - - - - - - - 

documentin
g issues in 

text or 
spreadsheet

s 

- - - - 

- - - - - - - - - - - - 
monitor 
triggers 

- - - - - - - - - 

making of 
dependencies 

and code 
problems 

- - - 
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- - - - - - - - - 
supply chain 
management 

- - - 

Caption: 
RW1: Ampatzoglou et al. (2015) 
RW2: Ernst et al. (2015) 

RW3: Oliveira et al. (2015) 
RW4: Yli-Huumo et al. (2016) 
RW5: Behutiye et al. (2017) 

RW6: Martini (2018) 
RW7: Martini et al. (2018) 
RW8: Rios et al. (2018b) 

RW9: Mendes et al. (2019) 
RW10: Apa et al. (2020) 
RW11: Aragão et al. (2021) 
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