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Abstract Context: In the last decade, machine learning (ML) components have become more and more present in
contemporary software systems. A number of secondary literature studies reports challenges impacting on the devel-
opment of ML-based systems, including those for requirements engineering (RE) activities. Motivation/Problem:
Synthesizing secondary literature contributes to building knowledge and reaching conclusions about the existing
RE approaches for ML-based systems (RE4ML), besides the novelty of a tertiary study on that subject. Objective:
Through a tertiary study protocol we elaborated on, this paper synthesizes the body of evidence present in secondary
studies on RE4AML systems. Method: We followed well-accepted guidelines about tertiary study protocols, includ-
ing automatic search, the snowballing technique, selection and quality criteria, and data extraction and synthesis.
Results: Nine secondary studies on RE4ML systems were aligned to our tertiary study’s goal. We extracted and
summarized the requirements elicitation, analysis, specification, validation, and management techniques for ML-
based systems as well as the great challenges identified. Finally, we contribute with a nine-item research agenda to
direct current and future searches to fill the gaps found. Conclusions: We conclude that RE has not been left aside in
ML research, however, there are still challenges to be overcome, such as dealing with non-functional requirements,

collaboration between stakeholders, and research in an industrial environment.
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1 Introduction

The emerging use of machine learning (ML) components in
software segments raises concerns about the quality of com-
ponents. Factors such as the large amount of data generated
daily and increasing computational power and storage have
contributed to the intensive use of ML components integrated
into traditional software. Examples of systems can be seen in
healthcare Jiang et al. (2017), finance Goodell et al. (2021),
education Kucak et al. (2018), and others.

The development of ML-based systems represents a
paradigm shift compared to traditional software develop-
ment. ML-based systems present ML models with data-
based behavior, while in traditional software the behav-
ior conforms to users’ needs and business rules Martinez-
Fernandez et al. (2022). ML-based systems development
presents several challenges from a Software Engineering
(SE) perspective Martinez-Fernandez et al. (2022), to name a
few, new quality attributes, such as fairness and explainabil-
ity, a lot of experimentation, unrealistic stakeholder expecta-
tions, and multidisciplinary teams Lewis et al. (2021); Nahar
et al. (2022).

Regarding the Requirements Engineering (RE) process,
RE traditional practices are not well defined for ML-based
systems development Giray (2021); Zaharia et al. (2018);
Hu et al. (2020); Villamizar et al. (2021). Among RE chal-
lenges, additional effort for the successful development of
ML-enabled systems is required and may contribute to the
fact that 87% of ML-based projects never reach production.
Due to the communication- and collaboration-intensive na-

ture, as well as the inherent interaction with other develop-
ment processes, the literature suggests RE can help mitigate
most of these challenges when engineering ML-based sys-
tems Ahmad et al. (2021); Villamizar et al. (2021); Vogelsang
and Borg (2019).

However, the effective establishment of RE practices in
ML-based projects is challenging, primarily due to: (i) the
lack of practitioners engaged in formal RE activities Alves
et al. (2023); and (ii) the scarceness of tailored techniques
and tools for data-driven projects, as research in this inter-
section predominantly focuses on using ML techniques to
support RE activities rather than exploring how RE can im-
prove the development of ML-based systems Dalpiaz and
Niu (2020). It is not surprising then that recent studies claim
that practitioners find RE as the most difficult phase in ML-
based projects Ishikawa and Yoshioka (2019); Kuwajima
et al. (2020); Nahar et al. (2022).

Hundreds of primary studies on RE and ML usually focus
on one or more of the following situations toward addressing
the ML-based systems particularities: (i) evaluating to what
extent the existing RE approaches can be used, (ii) tailoring
the current RE approaches, and (iii) proposing (and exper-
imenting) novel RE approaches. Over the years, the contri-
butions of these primary studies have been summarized in
secondary studies on RE for Artificial Intelligence (Al) sys-
tems or RE for ML-based systems, including Systematic Lit-
erature Review and Mapping (SLR and SLM, respectively)
and Literature Surveys. Comparing and contrasting evidence
from secondary studies is essential to build a comprehensive
understanding and drive conclusions about the empirical sup-
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port of a phenomenon Cruzes and Dyba (2011). Therefore,
research synthesis in RE for ML-based systems plays a cen-
tral role in the scientific evolution of the RE discipline.

Those secondary studies identify requirements modeling
tools and techniques, addressing aspects such as security and
explainability, and map challenges and limitations of RE for
ML-based systems. However, no research was found that
comprehensively synthesizes the challenges and gaps high-
lighted in the literature or proposes a research agenda to
guide further research. This gap is particularly relevant given
the challenges of RE in ML-based projects.

This paper synthesizes the body of evidence present in sec-
ondary studies on RE for ML-based systems. We planned
and performed a tertiary study protocol, following SE classic
approaches Kudo et al. (2020b); Kitchenham et al. (2010);
Cruzes and Dyba (2011). Through automatic search, snow-
balling, and inclusion and exclusion criteria, we selected
nine studies to answer our protocol’s research questions. We
found research gaps and proposals of RE techniques, tools,
and metrics for ML-based systems. We propose a nine-item
research agenda to direct current and future research endeav-
ors. At the time of this writing, tertiary studies on RE for
ML-based systems had not been published.

This paper is organized as follows: Section 2 defines the
tertiary study protocol; Section 3 describes the data extrac-
tion activity; Section 4 details each secondary study found;
Section 5 synthesizes our results; Section 6 presents threats
to validity results; Section 7 outlines a research agenda; and
Section § summarizes our contributions.

2 Tertiary study protocol

This tertiary study aims to consolidate a body of knowledge
on RE for ML-based systems, drawing on secondary studies.
Figure 1 presents the entire process, from protocol concep-
tion to data synthesis, collected from relevant secondary stud-
ies. This section describes the tertiary study protocol. Further

details about this protocol can be seen elsewhere!.

2.1 Research questions, pilot search, and
search string

According to the objective of this study, we formulated the
following research questions (RQ):

RQ1: Whatis the state of the art about RE for ML-based
systems?

Justification: The goal is to identify current RE approaches
for ML-based systems, considering methods, tech-
niques, metrics, supporting tools, and stakeholders, to
name a few.

RQ2: What are the challenges and gaps highlighted by
the RE literature for ML-based systems?

Justification: The goal is to map out challenges and poten-
tial research directions on RE for ML-based systems.

We defined a search string according to the tertiary study’s
goal and the following criteria:

"https://zenodo.org/records/14617471
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+ the search string should include consensual terms for
RE activities as described in the Guide to the SE Body of
Knowledge v4.0 (SWEBOK v4.0): elicitation, analysis,
specification, validation, and management Washizaki
(2024).

* the search string should include relevant terms related to
the Al and ML fields commonly used in RE research for
ML-based systems. In our pilot tests, we observed that
some studies returned contained the term “data driven”.

* the search string should include terms representing sec-
ondary research.

The final search string is as follows:

((“machine learning” OR “artificial intelligence” OR
“data-driven”’) AND
(“requirements engineering” OR “requirements elicitation”
OR “requirements analysis” OR “requirements
specification” OR “requirements validation” OR
“requirements management”) AND
( “systematic review” OR “systematic literature review”

OR “systematic mapping” OR “systematic literature

mapping” OR “literature survey”)).

2.2 Search strategy

The search strategy includes automatic search? over six
sources, including digital databases and search engines:
ACM DL, IEEE Xplore, Scopus, Engineering Village, Wi-
ley, and Web of Science.

In addition, as an attempt not to leave out relevant sec-
ondary studies, we also performed backward and forward
snowballing Wohlin (2014) over the studies’ citations and
references resulting from papers’ full reading.

2.3 Studies selection

We formulated the following inclusion and exclusion criteria
(IC and EC, respectively) for studies selection:

* ECI1: Full text not available for free on the Web or
through the CAPES Periodicals Platform.

« EC2: It is not an English-written paper.

« EC3: It is not a secondary study.

+ EC4: It does not address requirements engineering for
artificial intelligence or machine learning.

* ECS: It is a preliminary or summarized version of an-
other study already included.

A study is excluded when it falls into at least one of the
ECs presented. If the study is not excluded, it has to meet
IC1, as follows:

* IC1: The secondary study identifies proposals, use, or
evaluation of requirements engineering research on ma-
chine learning or artificial intelligence.

Figure 2 depicts the whole process performed in our ter-
tiary study, including protocol definition, studies identifica-
tion through automatic search (193), duplicate studies re-
moval (-89), studies selection via metadata reading and in-
clusion and exclusion criteria (-95), studies selection based

2We performed automatic search on October 18, 2023.
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Figure 1. Phases and activities of this tertiary study (adapted from Kudo et al. (2020a); Fabbri et al. (2013); Wohlin (2014)).

on full reading of papers (-5), backward (+5) and forward
(0) snowballing, quality assessment, and data synthesis (9).
Therefore, nine secondary studies represent the state of the
art on RE for ML-based systems.

A five-member team carried out the process detailed in
Figure 2. R1 and R2 are PhD students and professors with
experience in planning, conducting, and publishing system-
atic literature studies. Both performed study selection, data
extraction, quality assessment, and analysis and synthesis of
results. An undergraduate student (R3) also assisted in the
study selection as a third reviewer. Finally, two more experi-
enced researchers (R4 and R5), with several publications on
RE and systematic literature studies, defined the study pro-
tocol, validated the pilot test, resolved conflicts during study
selection, and reviewed findings analysis and synthesis.

It is worth describing how we performed the snowballing
technique. Seven papers remained after full reading, from
which we examined their references (November 2, 2023).
From this first round of backward snowballing, we included
five new secondary studies, from which we also examined
their references in a second round (November 11, 2023), but
no new secondary study was found. Next, we looked for pa-
pers that cited each of the 12 secondary studies remaining
(December 12, 2023), and we did not find new study in the
only round of forward snowballing.

After the full reading of the 12 papers identified (seven
from automatic search and five from snowballing), three pa-
pers were eliminated, and nine remained for data extraction
and synthesis. Still regarding studies selection, Table 1 sum-
marizes the number of studies removed as duplicates and
those excluded by a particular EC. We cut out a great num-
ber of duplicates (243), mainly due to the overlap between
study sources and the recursive nature of snowballing. As
primary studies represent most of the papers’ references and
citations during snowballing, hundreds of papers (789) were
removed by EC3. Finally, the number of studies excluded
by EC4 (155) means that lots of secondary studies exist in
related themes but not specifically about RE and ML-based
systems.

2.4 Quality Assessment

An important decision when performing a systematic tertiary
study is to check the quality of secondary studies. The Centre
for Reviews and Dissemination (CDR) maintains a database
of systematic reviews in Medicine selected according to pre-
established quality criteria Centre for Reviews and Dissem-
ination (2002). These same quality criteria can also be used
to assess systematic studies in the SE area Kitchenham et al.
(2010); Cruzes and Dybé (2011); Costal et al. (2021).

In this tertiary study, we analyze each secondary study
through eight questions — or quality criteria (QC) — based
on the CDR criteria. The acceptable responses for each ques-
tion are Y (Yes), P (Partially), and N (No). The following is
the list of quality assessment-related questions.

QC1- Are the inclusion criteria (IC) appropriately de-
scribed?

Y: Criteria are explicit;
P: Criteria are implicit;
N: Criteria are not defined or not easily identified.

QC2- Are the exclusion criteria (EC) appropriately de-
scribed?

Y: Criteria are explicit;
P: Criteria are implicit;
N: Criteria are not defined or not easily identified.

QC3- Does the search cover all relevant studies?

Y: Ituses 4 or more sources relevant and one additional
search strategy;

P: It uses 3 relevant sources, but no extra search strat-
egy;

N: It uses at most 2 sources relevant to the area of in-
terest.

QC4- Is the quality or validity of the included primary
studies assessed?

Y: Quality criteria are explicit and associated with each
primary study;
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Table 1. The number of studies removed as duplicates and applying an exclusion criterion.

Duplicate | EC1 | EC2 | EC3 | EC4 | EC5 | Total
Automatic Search 89 2 0 31 62 0 184
1st Backward Snowballing 99 0 0 566 38 0 703
2nd Backward Snowballing 23 0 0 219 29 0 271
Forward Snowballing 31 2 1 73 15 0 122
Total 242 4 1 889 144 0 1280
PROTOCOL [ .
DEFINITION o &S
IDENTIFICATION . a a
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SCREENING DUPLICATE PAPERS (-89) 104 @R &h an
SELECTION BY EC1 EC3 EC4 . S a a
\C AND EC y . . EXCLUDED BY SELECTION CRITERIA (-95) ) - an o
| 3 ]
REVIEW -
R4 R5
‘oo
ELEGIBITY EXCLUDED AFTER FULL READING (-2) 7 an an
Rl R2
FORWARD BACKWARD BACKWARD
1ST ROUND 1ST ROUND 2ND ROUND
DUPLICATES (0) DUPLICATES (-99) DUPLICATES (-23) S P
12 e» e; .
SNOWBALLING EC3 EC4 EC3 EC4 EC3 EC4 R1 R2 R3
2 8 566 38 219 29
EXCLUDED (-5) EXCLUDED (-604) EXCLUDED (-248)
INCLUDED (0) INCLUDED (+5) INCLUDED (0)
|
REVIEW - an
R4 R5
‘o @
ELEGIBITY EXCLUDED AFTER FULL READING (-3) 9 s &
qunuTy 22
ASSESSMENT R1 R2
o @
INCLUDED FOR DATA SYNTHESIS (9) 9 ? 5

P: Research questions from the secondary study ad-

Figure 2. A detailed view of the identification and selection processes of secondary studies.

dress the quality of primary studies;
N: Quality assessment not performed or described.

QCS- Are primary studies adequately described?

Y: Details of each primary study are explicit;
P: There is only a summary of each primary study;
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N: There is no information on the primary studies anal-
ysed.

QC6- Is the justification for the secondary study duly de-
scribed?

Y: Details of justifications for the study are explicit;

P: There is little information about justifications for the
study;

N: There is no justification for the study proposed.

QC7- Is the protocol validation properly described?

Y: Details of the protocol validation are explicit;

P: There is little information about the protocol valida-
tion;

N: There is no information about the protocol valida-
tion.

QCS8- Is data extraction properly described and appro-
priate?

Y: Details of data extraction are explicit;
P: There is only a summary of the data extraction step;
N: There is no information about data extraction.

Considering the response to each QC, we assign the fol-
lowing score: two for “Yes’, one for ‘Partly’, and zero for
‘No’. The final quality score of each secondary study is the
arithmetic mean of the scores for its quality questions. That
quality score allows secondary studies to rank through the
analysis of their protocol (QC), which is useful for guiding
the synthesis activity of the secondary studies. As depicted
in Figure 2, researchers R1 and R2 run quality assessment
during the full reading of papers and data extraction.

3 Data extraction

This section describes the data extraction step through the
full reading of the nine remaining papers. We elaborated on
a data extraction form based on the RQs, including the fol-
lowing data fields: publication year, type, and title; authors’
names and affiliations; number of citations®; search source
strategies (e.g., automatic, manual, snowballing, or hybrid);
number of primary studies analyzed; main objective; search
string (if applicable); contributions of RE to AI/ML accord-
ing to RE activities Washizaki (2024); challenges identified;
and future work.

According to publication year, one paper was published in
2019, five in 2021, and three in 2023. Five secondary stud-
ies were published in journals, two in the Journal of Systems
and Software in 2021. One author group contributed twice
(S1 and S2 in Table 2): Klood Ahmad, Muneero Bano, John
Grundy, and Mohamed Abdelrazek, who are affiliated with
the School of Information Technology, Deakin University,
Geelong, Australia. Two secondary studies (S4 and S8) came
from Japanese institutions, namely the Nippon Institute of
Technology and Waseda University. Other researchers also
contributed to the state-of-the-art RE4AML systems research,
coming from Brazil, Germany, USA, Turkey, and Korea.

3We made use of Google Scholar to get the number of citations.

Martins et al. 2025

Although the first secondary research found dates back to
2019 (five years before this tertiary study), only two (S4 and
S7) of the nine studies found have less than 40 citations. It is
worth highlighting the works S9 and S1 with 213 and 104 ci-
tations, respectively. All these numbers demonstrate not only
the current state of requirements engineering research for Al
or ML-based systems, but also point to a hot research topic.

Still regarding Table 2, eight secondary studies implement
a hybrid search strategy combining automatic search and
snowballing. Study S9 goes beyond by adding a manual
search step. Conversely, study S6 performed only an auto-
matic search.

During the data extraction step, researchers R1 and R2 per-
formed the quality assessment based on the quality criteria (1
to 8) presented in the previous section. Table 3 shows the fi-
nal quality assessment score for each secondary study. The
table shows the score for each QC corresponding to each eval-
uator (R1 or R2). No study obtained a score with a discrep-
ancy greater than 1 for the assessment comparing the score
given by each researcher. In case of discrepancy, there would
be a review with other researchers (R1, R2, R4 and RS).

The quality assessment was performed independently by
researchers R1 and R2. The authors meet weekly and discuss
the results of the quality assessment with the other authors.
At the end of the readings, we calculated an average score
for each question given by the researchers. Finally, we calcu-
lated the total average given the averages for each question.
For example, M1 = (x1+y1)/2 where x1 is the grade given
by researcher 1 for question M and y1 is the grade given by
researcher 2 for question M. Then we averaged the questions,
for example, total = (M1+N1+...+T1)/8, where M1 is the av-
erage of the scores for question M calculated previously.

We noticed that the studies with higher scores had contri-
butions and objectives more aligned with the objectives of
this tertiary study, that is, they instigated RE4AML. The other
studies that obtained lower scores (S6 to S8) were charac-
terized by investigation of a specific topic, such as explain-
ability or startups. Those studies do not follow the classical
protocol definition and disclosure guidelines in software en-
gineering systematic secondary studies Kitchenham (2004);
Wohlin (2014); Ampatzoglou et al. (2019).

4 Studies Characterization

This section details each secondary study considered relevant
to answer the research questions of this tertiary review.

4.1 About S1

Ahmad et al. (S1) conducted a systematic mapping to iden-
tify existing empirical assessments, emerging theories, and
instances of limitations and challenges in RE for Al systems
Ahmad et al. (2023). The Australian authors published the
study in 2021 at the 29th International Requirements Engi-
neering Conference. The authors built a search string of re-
lated synonyms for RE and Al They analysed 43 primary
studies through an automatic search in six sources and back-
ward and forward snowballing.
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Table 2. Summary of data extracted from secondary studies: J for journal, C for conference, A and M mean automatic and manual search,
respectively, and S for snowballing.

Study | Reference Country Year | Source Type | Strategy | Citations
S1 Ahmad et al. (2023) Australia 2023 | Scopus J A, S 104
S2 Ahmad et al. (2021) Australia 2021 | Scopus C A, S 77
S3 Villamizar et al. (2021) | Brazil 2021 | Scopus C A, S 71
S4 Yoshioka et al. (2021) | Japan 2021 | Scopus C A, S 11
SS Dey and Lee (2021) Rep. of Korea | 2021 | Scopus J A, S 42
S6 Clement et al. (2023) Germany 2021 | Scopus J A 88
S7 Lakha et al. (2023) USA 2023 | Scopus C A, S 2
S8 Kumeno (2020) Japan 2019 | IEEE Xplore J A, S 97
S9 Giray (2021) Turkey 2021 | ScienceDirect J A, S, M 213

Table 3. Quality score of the secondary studies.
Study QC1 QC2 QC3 QC4 QCs5 QCo QC7 QC8 Score
RI [ R2 | RI [R2|RI [R2|RI | R2|RI | R2|RI | R2 | Rl | R2 | Rl | R2
S1 2 2 2 2 2 2 2 2 2 1 2 2 1 2 0 0 2,0
S3 2 2 2 2 2 1 0 0 1 2 2 2 2 2 2 2 2,0
S4 2 2 2 2 1 2 0 0 0 0 2 1 2 2 2 2 2,0
S5 2 2 2 2 | 2 0 0 0 0 2 1 2 2 2 2 2,0
S9 2 2 2 2 2 2 2 2 0 1 2 2 1 1 1 1 2,0
S2 0 1 0 1 2 2 1 2 2 1 2 2 2 2 1 1 1,5
S7 1 1 0 0 1 2 1 2 0 1 1 2 0 1 0 0 1,0
S8 0 2 0 0 0 1 0 0 0 1 2 1 2 1 1 0 1,0
S6 0 0 0 0 0 1 0 0 1 1 1 1 0 0 0 1 0,5

The authors highlighted modeling languages such as
SysML, ontoML, activity diagrams, and semi-formal UML
models. They utilized the jJUCMNav tool for OO require-
ments modeling. The most common evaluation methods
identified were case studies, surveys, and controlled experi-
ments, with the domain of greatest interest being autonomous
driving and robotics. The challenges highlighted by the au-
thors include requirements definition, introducing new meth-
ods to existing techniques, lack of stakeholder integration,
and ethical, explainability, and data issues. The authors iden-
tified future work involving the identification of a modeling
language and the promotion of a collaboration platform for
stakeholders, alongside the evaluation of proposals.

4.2 About S2

Those same authors also conducted a systematic review (S2)
to investigate current writing and modeling requirement ap-
proaches for AI/ML systems Ahmad et al. (2021). This work
was published in the Information and Software Technology
journal in 2023. They borrowed the same search strategy and
search string used in S1.

The authors analyzed 27 primary studies, from which 18
are empirical evaluations of the use of existing RE tech-
niques when building a system with an Al component, and
nine are solution proposals with little or no evaluation con-
cern. The authors also identified requirements modeling lan-
guages, such as UML and GORE. The most commonly found
application domains were autonomous driving and computer
vision. Ethics, trust, and explainability issues were cited as

relevant, but are treated only theoretically, with no evalu-
ation. Moreover, they reported that the literature presents
challenges when dealing with data requirements and non-
functional requirements. The authors pointed out the lack of
integration of tools and methods. Aspects that help with com-
munication and documentation still need to be studied and
require empirical evaluation. In future work, the authors aim
to involve requirements documentation, identify suitable lan-
guage models, and provide a collaboration platform for stake-
holders.

4.3 About S3

The Brazilian authors, Villamizar et al. (S3), published a
systematic mapping in 2021 at the 47th Euromicro Confer-
ence on Software Engineering and Advanced Applications
Villamizar et al. (2021). The objective of the investigation
was to outline the state-of-the-art research on RE for ML-
based systems. The string used was (Software OR Applica-
tions OR Systems) AND (Machine Learning) AND (Require-
ments Engineering). The authors used an automatic search
strategy and backward and forward snowballing applied to
two search engines.

From the analysis of 35 primary studies, the authors found
that requirements elicitation and analysis were the most in-
vestigated RE activities, as well as the brainstorming tech-
nique for elicitation purposes. They also highlight that ad hoc
methods are employed to elicit and ensure the fulfillment of
NFRs. The authors mentioned that it remains unclear which
traditional tools and techniques can be applied to RE4AML.
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Finally, it was observed that most studies addressing the in-
tersection between RE and ML employ ML in RE activities.

4.4 About S4

The systematic review conducted by Yoshioka et al. (S4),
in turn, reports current RE techniques and practices for
ML-based systems Yoshioka et al. (2021). The authors
from Japan published their study in 2021 at the 28th Asia-
Pacific Software Engineering Conference Workshops. They
performed an automatic search using a search string com-
bining ML, Al, and RE keywords and synonyms over six
sources, followed by the forward snowballing technique.

From the analysis of 32 papers, the authors point out
that 62% of these address specific requirements, such as ex-
plainability, transparency, accountability, precision, robust-
ness, dataset requirements, fairness, and overfitting. Besides,
12.5% address specific techniques for ML activities, such as
data collection and training. Requirements elicitation is cov-
ered in 15 primary studies, followed by requirements specifi-
cation, analysis, modeling, validation, and management. The
authors highlight that only one article is dedicated to moni-
toring, despite runtime model degradation being a concern
for ML systems. They also point out that 25 of 32 studies are
focused on system requirements. The most cited domains in
the studies were automotive, aviation, and health. Ten stud-
ies highlight the participation of Al-knowledge stakeholders,
while only three deal with domain experts. The authors also
note that the most commonly used specification techniques
are goal-oriented. As challenges, they point out domain and
data understanding and uncertainty issues through explain-
ability and requirements analysis and modeling. As for fu-
ture work, the authors demonstrated interest in including gray
literature, analyzing additional characteristics, extending the
databases, and evaluating with professionals.

4.5 About S5

In 2021, the Korean researchers, Dey and Lee, published a
literature review (S5) in the Journal of Systems and Software
Dey and Lee (2021), whose goal is to identify the state of the
art of safety approaches for ML systems. The authors elab-
orated on a search string with keywords related to Al, ML,
deep learning, and software engineering. Automatic search
over six sources and backward and forward snowballing rep-
resent the study’s search strategy.

The authors raise concerns for each of the RE phases. For
elicitation, they point out the need to include data scien-
tists and legal experts, use domain benchmarks, elicit new
data sources, identify sensitive characteristics of the data,
and analyze situations that require explanation. Regarding
analysis, they highlight the importance of discussing user-
understandable performance measures and conditions for
data pre-processing and cleaning, besides the relevance of ob-
taining the system automation level required and carrying out
goal- and evidence-oriented modeling and analysis. About
specification, they highlight the relevance of dealing with
data and model requirements, the ML process, and quanti-
tative and measurable markers for requirements writing. The
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authors also emphasize the importance of specifying explain-
able, ethical, and legal requirements that address robustness.
Concerning validation, the authors cite monitoring data de-
pendence and reliability, the analysis of quantitative mark-
ers, evolving dataset documentation, model versioning, and
requirements traceability. As challenges, the authors high-
light (i) data requirements specification, (ii) collaborative
and knowledge-sharing initiatives, and (iii) a lack of an in-
tegrated structure to deal with traceability. In future work,
the authors describe a methodology to guide safety analysis
and perform verification for ML-based systems.

4.6 About S6

A systematic metareview (S6) developed by German re-
searchers was published in the Machine Learning and Knowl-
edge Extraction journal in 2023 Clement et al. (2023). The
goal is to identify and analyze methods and tools used in the
explainable Al software systems development process. The
search strategy includes only automatic search over multiple
sources, using a search string with keywords about explain-
able Al, resulting in 227 studies for analysis.

Regarding the requirements phase, the authors emphasize
the need to specify what needs to be explained and to whom,
and the importance of defining relevant stakeholders and
users and their different characteristics, such as Al knowl-
edge, attitude toward Al, responsibilities, and skills. They
propose a trade-off analysis as part of the requirements anal-
ysis, considering that explainability can impact aspects such
as ease of use. Furthermore, they highlight the importance of
defining what happens if explainability is not possible and
how much uncertainty is tolerable, in addition to emphasiz-
ing the importance of real-world evaluation. As future work,
the authors suggest a proposal for a literature metareview.

4.7 About S7

Of authorship of USA researchers, the paper (S7) aims at un-
derstanding software engineering practices in software and
ML startups Lakha et al. (2023). Published in the [EEE/ACIS
International Conference on Software Engineering, Manage-
ment, and Applications in 2023, the study’s search strategy
includes an automatic search over three databases and for-
ward snowballing, resulting in 37 studies for analysis.

The authors cite that there are initiatives to understand the
problem and define the goal, but there are no additional con-
cerns regarding the lack of data. They also highlight that data
requirements must be unbiased, sufficient, consistent, robust,
and correct, as well as the difficulty of communicating with
customers with high expectations and do not adequately un-
derstand the data metrics. The authors are concerned about re-
quirements affecting data management, model construction,
quality assurance, and deployment. Startups do not have a
well-defined process, but good practices show improvements
in performance, quality of work, and stakeholder satisfaction.
As a challenge, the authors mention the pressure on deliv-
ery time and the struggle in handling data requirements. In
future work, the authors seek to combine case studies and
interviews with startup participants to highlight the use of
practices and add gray literature to this study.
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4.8 About S8

The systematic review (S8) conducted by Kumeno (2020)
aims to clarify software engineering challenges for ML ap-
plications. Published in the [Intelligent Decision Technolo-
gies journal in 2019, this research from Japan implements
a search strategy combining automatic search and iterative
forward and backward snowballing using the Google search
website.

The author reveals as challenges the need to capture re-
quirements, make changes, and adapt the existing process,
beyond the need to improve support for domain experts by
providing approaches to capture domain, data, and business
requirements. Developing languages and tools to support RE
activities was also highlighted in this study, as well as the
need for further investigation on security, fairness, and pri-
vacy.

4.9 About S9

At last, the study (S9) identifies, analyzes, summarizes, and
synthesizes the state-of-the-art research in software engineer-
ing for ML-based systems Giray (2021). This study was de-
veloped by an author affiliated with a Turkish corporation
and published in the Journal of Systems and Software in
2021. The search string combines software engineering and
machine and deep learning keywords and synonyms, applied
to six databases. Besides automatic search, primary studies
were also collected from manual search and snowballing, re-
sulting in 141 papers.

The author calls attention to the struggles in managing
stakeholders’ expectations, deciding who is responsible for
each need, convincing people about the value of real and
possible resources, dealing with requirements that depend
on data, and managing the uncertainty level. The author also
points out the need to extend current specification practices
with quantitative measures concerned with quality and con-
cerns, such as performance, fairness, and explainability. As
a challenge, he highlights the importance of requirements
specification in different ways, possibly using a hypothesis-
based approach and integrating quality aspects into the re-
quirements.

The importance of addressing GDPR is still highlighted,
as well as process changes with adapted practices. As future
work, the author highlights the importance of rethinking sys-
tem development with greater collaboration with industry.
The author also suggests that he seeks to perform a multi-
vocal literature review in the industry focused on RE.

5 Data synthesis

This section presents a synthesis of the data extracted from
the S1 to S9 studies to answer the research questions of this
tertiary review.

5.1 About RQ1

Regarding the research question: “What is the state-of-the-
art of RE4AML systems?”, the goal is to report current RE ap-
proaches for ML-based systems. The results below are eval-
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uated according to the elicitation, analysis, specification, val-
idation and management activities described in SWEBOK
v4.0 Committee et al. (2022). Only study S8 does not present
a clear contribution regarding those RE activities. The stud-
ies remaining conduct discussions about RE4AML on the RE
activities, with an emphasis on elicitation, analysis, and spec-
ification.

5.1.1 Elicitation

For the elicitation phase, where users’ needs are discov-
ered, study S1 presents the REAML framework. Study S2 de-
scribes concerns with data requirements and non-functional
requirements (NFR) in their primary studies analyzed, which
is also found in studies S4, S5, S7, and S9. Study S3 shows
that the most commonly used elicitation techniques are brain-
storming and ad-hoc methods.

Highlighted among the studies are the following NFR:
ethics, trust, and explainability (S1, S2), precision (S4), re-
liability (S7), robustness and legal requirements (S5), safety
(S5, S8), security, interpretability, justice, and privacy (S8,
S9). Study S2 also points out the challenges in enabling com-
munication and collaboration between stakeholders, which is
corroborated by studies S3, S5, and S7 to S9. Study S3 points
out the importance of dealing with uncertainty and manag-
ing customer and user expectations in ML-based Al systems
projects, as also found in studies S4, S6, and S9. Study S5
also refers to the relevance of eliciting new data sources, iden-
tifying data-sensitive characteristics, and obtaining quantita-
tive markers for the quality of this type of system.

Studies S5 and S6, which focus on safety/security and ex-
plainability, emphasize the importance of identifying situa-
tions that require explainability, as well as defining stake-
holders and user characteristics. Study S5 contradicts S7 by
stating that the definition of the problem and the domain have
received less attention in the primary studies analyzed.

5.1.2 Analysis

As for the analysis activity, the prioritization and classifica-
tion of the elicited needs are reported. Studies S2, S5 and
S9 identified that the most used modeling languages for this
type of system are UML and GORE-based. Study S1 also
mentions that others were also cited in primary studies, such
as SysML, ontoML, activity diagram, and semi-formal UML
models.

Additionally, the study S1 presents modeling tools, in-
cluding jJUCMNav and two others developed by researchers
named Rius and Sirius. Furthermore, study S1 also highlights
frameworks for analysis, holistic DevOps and Ethics-Aware.
Study S5 emphasizes the importance of discussing perfor-
mance measures in connection with NFR. Study S6 also ad-
dresses the need to perform trade-off analysis, e.g., balancing
fairness versus precision or performance versus explainabil-

ity.

5.1.3 Specification

Studies S1 and S2 found specification languages, such as sig-
nal temporal logic (STL) and traffic signal control (TSC).
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Study S4 indicated other languages used for specification: i*,
KAOS, UML and safety-case.

Studies S5 and S7 highlight the importance of specify-
ing data, models, and processes requirements. Study S5 also
presents the importance dataset documentation, model ver-
sioning, and traceability management. Study S6 outlines the
importance of identifying the essential information that must
be conveyed and to whom, establishing a correlation with
the characteristics of the users identified during the elicita-
tion activity. Given the inherent characteristics of ML-based
Al systems, study S9 shows that the specification could be
declared as a hypothesis to tested as an experiment.

5.1.4 Validation and Management

Study S3 was the only one that presented four verification
and validation studies. Surprisingly, the management phase
was not mentioned in any of the secondary studies analyzed.
The frames below synthesize the key information ex-
tracted from the analyzed studies, covering core topics in
RE such as elicitation, analysis, specification, validation, and
management. This consolidated view highlights the main
contributions and challenges, providing a comprehensive
overview of the the state-of-the-art in RE4AML systems.

Elicitation: NFR (e.g., ethics, trust, and explainabil-
ity).

Analysis: UML, GORE, sysML, ontoML, activity di-
agram, semi-formal UML model, jUCMNav, Rius,
Sirius; frameworks for analysis, holistic DevOps, and
Ethics-Aware.

Challenges: Defining, treating, and evaluating NFR,
such as ethics, explainability and data require-
ments. Integrating stakeholders and development
team. Need for new methodologies.

Elicitation: NFR (e.g., ethics, trust, and explainabil-
ity) and data requirements.

Analysis: UML and GORE.

Challenges: Enabling communication and collabo-
ration between stakeholders. Defining, treating, and
evaluating NFR, such as ethics, explainability, and
data requirements. Need for new methodologies.

Elicitation: Brainstorming and ad-hoc methods.
Specification: Defining business metrics.
Validation: Ad-hoc methods for NFR assurance.
Management: Presenting a framework for manage-
ment.

Challenges: Integrating stakeholders and develop-
ment team. Comprehend domain, problem, and uncer-
tainty nature. Need for new methodologies and eval-
uated approaches.

Elicitation: NFR and data requirements.
Challenges: Defining, treating, and evaluating NFR,
such as ethics, explainability, and data requirements.
Comprehend domain, problem, and uncertainty na-
ture.

Elicitation: NFR (e.g., safety and explainability) and
data requirements.

Analysis: UML and GORE; discussing performance
measures aligned with NFR.

Specification: Specifying data, model, and process
requirements; dataset documentation, model version-
ing, and traceability management.

Challenges: Defining, treating, and evaluating NFR,
such as ethics and explainability. Integrating stake-
holders and development team. Addressing traceabil-
ity and specifying metrics and acceptance criteria.

Elicitation: NFR (e.g., security and explainability).
Analysis: Trade-off analysis (fairness vs. precision;
performance vs. explainability).

Specification: Identifying the essential information
that must be conveyed and to whom.

Elicitation: NFR (e.g., ethics, trust, and explainabil-
ity) and data requirements.

Specification: Specifying data, model, and process
requirements.

Challenges: Lack of a process.

Challenges: Enabling communication and collabo-
ration between stakeholders. Defining, treating, and
evaluating security, safety, justice, interpretability,
and privacy. Need to investigate the use of ad-hoc
techniques.

Elicitation: NFR and data requirements.

Analysis: UML and GORE.

Specification: Specification could be declared as a
hypothesis to be tested through an experiment.
Challenges: Enabling communication and collabo-
ration between stakeholders. Defining, treating, and
evaluating the privacy requirement. Addressing trace-
ability and specifying metrics and acceptance criteria.
Lack of process. Need to evaluate proposals in differ-
ent scenarios and in partnerships with industry.

Martins et al. 2025
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5.1.5 Miscellaneous

According to studies S1 and S2, the most investigated areas
deal with autonomous driving and computer vision. How-
ever, study S4 describes that the most investigated areas were
autonomous driving, aviation, and healthcare. Studies S1 to
S3 present the most commonly used empirical evaluation
methods in RE research for ML-based Al systems. Study
S3 also indicates a lack of RE techniques and tools for ML-
based Al systems, as well as a lack of evaluation to determine
whether existing methods and tools are suitable for this type
of system.

On the other hand, study S7 claims that ad-hoc methods
used in startups improve performance, delivery quality, and
developer satisfaction. Unfortunately, those methods are not
presented in the paper. Study S8 highlights the need to adapt
the RE process for ML-based Al systems. Studies S1 and
S5 broght significant contributions to the elicitation, analysis
and specification, highlighting structures, tools, and needs of
these phases. Study S9 points out the importance of consid-
ering trade-offs and explaining them in a hypothesis format.

Finally, studies S3 and S4 identified that the most in-
vestigated activity was elicitation, with brainstorming being
the most used technique. These studies highlight uncertainty
about which existing approaches and tools are suitable for
this type of system, suggesting that empirical assessments
applied to different scenarios could provide clarity.

In Figure 3 we highlight the main contributions pointed out
by the secondary studies according to RE activity Committee
et al. (2022).

Findings: the elicitation and analysis phases re-
ceived the most contributions, with a focus on
non-functional and data requirements. Key non-
functional requirements include ethics, trust, explain-
ability, precision, reliability, robustness, legal as-
pects, security, interpretability, fairness, and privacy.
Autonomous driving and computer vision were the
most studied domains, and brainstorming was the
most common elicitation technique. The suitability
of existing techniques and tools for requirements en-
gineering in ML-based Al systems remains unclear.
Ad hoc methods seem insufficient but require further
investigation. Secondary studies emphasize stake-
holder communication, clear documentation, and the
need for more empirical research.

5.2 About RQ2

Regarding the research question: “What are the challenges
and gaps highlighted by the RE literature for ML?”, the goal
is to collect challenges and future research directions on RE
for ML-based systems.

5.2.1 Challenges

Defining, treating, and evaluating NFR, such as ethics, ex-
plainability (S1, S2, S4, S5), security, justice, interpretability
(S8), privacy (S8, S9), and data requirements (S1, S2, S4),
are very discussed challenges in the secondary studies.
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Studies S1, S3, and S5 also highlight the struggles of inte-
grating the development team and stakeholders and ensuring
a consensual understanding. Comprehending the domain and
navigating uncertainty are pointed out by S3 and S4, enabling
customers and users to understand and engage in the process
with appropriate expectations.

Studies S1 and S2 indicate the need to introduce new
methodologies, while S3 indicates a scarcity of such propos-
als and shows how the absence of formal evaluation affects
the certainty that ad hoc approaches are adequate for defin-
ing requirements in ML-based Al systems. Study S5 presents
the challenge of addressing traceability and specifying met-
rics and acceptance criteria, which is corroborated by S9.

Studies S7 and S9 present challenges related to the lack
of an RE process and the pressure of delivery time that can
affect the adherence of RE with ad hoc methods for this type
of system. This contribution is complemented by S8, which
argues that requirements in ML-based Al systems change
rapidly and therefore ad hoc techniques may not be appropri-
ate. Study S9 shows that it is difficult to work together with
industry and academics and assess different situations, which
is corroborated by S2 and S3, which additionally present the
challenge of evaluating different scenarios.

5.2.2 Future work

Studies S4, S6, S7, and S9 propose to carry out bibliographic
study initiatives in their future research. Study S4 aims to ex-
tend its study by adding gray literature and feedback from
practitioners to its analysis. Study S6 indicates a meta-review
as future work. Besides gray literature, S7 also promises to
extend the research with case studies and interviews with
professionals. Finally, S9 cites a multifocal review as future
work.

S1 seeks to evaluate techniques in different areas, while
S2 aims to develop documentation and modeling language
proposals and a platform for stakeholder collaboration and
communication. Study S5 proposes a methodology to guide
the work of security teams. Only studies S3 and S8 do not
present future work proposals.

Figure 4 depicts the main challenges identified in our anal-
ysis. Regarding requirements elicitation, we highlight collab-
orative communication between stakeholders (including data
scientists) and stakeholders’ expectations management due
to the uncertainty of Al-based solutions, and data require-
ments and NFRs (e.g., security, explainability, ethics, trust,
fairness, privacy, legal requirements, etc.).

For the requirements analysis activity, we give special
importance to discussing performance measures with stake-
holders and performing trade-off analysis, especially aligned
with NFRs. Concerning the requirements specification, we
point out the significance of specifying data, model, and pro-
cess requirements in a versionable and traceable manner, and
the alignment between specifications and the type of stake-
holder.

The analysis of secondary studies calls attention to the low
number of studies concerned with requirements validation
and management. Challenges related are the definition and
specification of performance measures and acceptance crite-
ria for these requirements activities and the establishment of
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Figure 3. Synthesis of main contributions found in secondary studies.

traceability between requirements artifacts. Finally, as chal-
lenges for future RE4AML research, studies refer to a tailored
RE process for data-driven systems development, the pro-
posal of new RE-oriented techniques and tools, and exper-
imental use of new and existing RE approaches regarding
their suitability for the ML domain.

Findings: Handling non-functional and data require-
ments is challenging, with the lack of a structured pro-
cess affecting traceability, uncertainty in ML-based
Al systems, and customer expectations. There is also
a gap in suitable RE techniques and tools, and un-
certainty about existing solutions. Key issues include
domain understanding, communication, and stake-
holder collaboration. Secondary studies suggest in-
tegrating gray literature and professional feedback,
while few emphasize evaluation as a future work.

6 Threats to validity

Reporting systematic literature studies presents intrinsic dif-
ficulties, e.g., findings are often relevant on a specific topic.
We adopted the checklist presented by Ampatzglou et al. Am-
patzoglou et al. (2019) to list the actions we took to mitigate
threats to the validity of this study.

The tertiary study protocol was proposed by three re-
searchers (R1 to R3) and reviewed by two more experienced
ones (R4 and R5). Further information about the tertiary
study protocol not available in this paper can be found in the
supplementary artifacts.

To mitigate search string-related threats, we selected con-
sensual knowledge about RE, as defined in SWEBOK v4.0,
and terms related to AI/ML validated through multiple pi-
lot searches. Inclusion and exclusion criteria were discussed
among the research team of this tertiary study to obtain a com-
mon understanding of RE-related concepts in AI/ML-based
systems. To identify relevant SLRs and mitigate search and
selection biases, we searched papers through six sources and
also did a recursive search on the references and citations
(i.e., snowballing) of relevant papers. Besides, each paper

was reviewed by three researchers (R1, R2, and R3). In case
of disagreements, we resolved them through discussions and
reconsiderations with the most experienced researchers (R4
and R5).

To ensure that the theoretical concepts were correctly rep-
resented during extraction and synthesis, we used the RE ac-
tivities described in SWEBOK v.4.0. This decision aligns the
observation of the extracted data with a reference literature.
We also defined a data extraction form to ensure consistency
in extracting relevant information, and we evaluated the data
according to the research questions. In addition, we had at
least three researchers who extracted the data independently.
The more experienced researchers (R4 and R5) dealt with
disagreements and divergences during the process.

Concerning the quality of the nine secondary studies
found, we elaborated on quality criteria based on the CDR
approach. To mitigate risks, two researchers carried out the
quality evaluation process (R1 and R2), and two more ex-
perienced ones reviewed it. We also synthesized the results
following the RE activities based on the SWEBOK v4.0 def-
initions.

Finally, despite all the effort spent to search for as many
secondary studies on RE for AI/ML as possible, we are aware
that some secondary research may not have been retrieved,
which would restrict the generalizability of our results.

7 Research agenda

By synthesizing our findings, we identified key areas that re-
quire further investigation. Based on these insights, we pro-
pose aresearch agenda encompassing nine critical topics that
address the challenges in ML-based systems. The Figure 5
presents the main points that will be discussed throughout
this section.

A fundamental aspect of ML systems lies in their intrinsic
characteristics, including data properties, model features,
ML processes, and infrastructure. Defining data require-
ments is crucial to ensure completeness, representativeness,
ethical considerations, privacy compliance, and fair distri-
bution of samples. Equally important is the specification of
model requirements, such as explainability constraints, per-
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Figure 4. Synthesis of challenges discussed in secondary studies.

formance limitations affecting algorithm selection, relevant
performance metrics, execution and learning times, and con-
cerns related to model complexity and degradation. Infras-
tructure considerations should also be clearly defined, cover-
ing aspects such as model provisioning, artifact storage, mon-
itoring, integration needs, and cost management.

Another critical issue is explainability. Different stake-
holders have varying levels of understanding about the ML-
based system and, consequently, distinct needs regarding the
interpretability of ML models. When documenting require-
ments, it is essential to specify what needs to be explained, to
whom, and in what context. While explainability focuses on
making model decisions comprehensible to different users,
interpretability deals with understanding how the model ar-
rives at its conclusions.

NFRs and trade-offs also play a significant role in the de-
velopment of intelligent systems. Different applications may
demand specific considerations related to ethics, security, un-
certainty, and robustness. Ensuring that data is unbiased, that
the model consistently produces reliable results, and that a
certain tolerance for errors in predictions is established are
all fundamental aspects that must be addressed. Security, in
particular, requires careful attention, as it influences and is in-
fluenced by other requirements. This is especially relevant in
high-stakes scenarios, such as healthcare, where ML models
can impact automated decisions not supervised by humans.

Collaboration among stakeholders is another crucial fac-
tor for the success of ML-based solutions. Establishing effec-
tive communication and expectation management processes
is essential for capturing requirements and analyzing prob-
lems from multiple perspectives. Tools such as structured
frameworks and collaborative platforms can facilitate inter-
action, helping stakeholders align their understanding of the
development process and the resulting ML-based solutions.
Improving traceability mechanisms is also critical to main-
taining quality throughout development. Artifacts should
support iterative refinement and allow for continuous revis-
iting and modification of documented information from the

goal and problem identification phase through solution deliv-
ery.

To ensure that ML models meet business objectives, it is
crucial to define measurable metrics and acceptance crite-
ria. Additionally, refining RE processes for ML systems is
necessary to develop or adapt methodologies for requirement
elicitation, analysis, specification, validation, and manage-
ment. Aligning these processes with the ML-based system
lifecycle enables better treatment of critical issues and trade-
offs while also facilitating acceptance criteria specification
and artifacts traceability.

Finally, empirical studies in real-world projects are essen-
tial for evidence of the effectiveness of RE approaches in
ML-based systems development. Conducting controlled ex-
periments and case studies can offer valuable insights into
how RE practices influence the success of Al-driven solu-
tions in industry settings.

By addressing these interconnected areas, we aim to ad-
vance research and practice in RE for ML-based systems,
fostering the development of more transparent, secure, and
efficient Al solutions.

8 Conclusions

This paper synthesized the knowledge from secondary stud-
ies on RE for ML-based systems through a tertiary study pro-
tocol that is available in the supplementary material. From
this tertiary study, we reached the following conclusions.

» The traditional RE practices, techniques, and meth-
ods are unsuitable for AI/ML systems. These RE ap-
proaches must be adapted and validated through empir-
ical studies for AI/ML-based systems (S3, S8).

* Dealing with NFRs (S2 to S5, S8, S9) and data require-
ments (S1, S5, S7, S8) in AI/ML-based systems is a sig-
nificant challenge. For now, there is no complete under-
standing of how to approach these requirement types.
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Figure 5. The research agenda’s main topics aligned with the challenges collected from secondary studies.

+ Ethical issues (S1, S2) and explainable AI (S1, S2, S4,
S6, S9) in RE for ML-based Al systems still require in-
depth investigation.

* Collaboration between multiple types of stakeholders
during the AI/ML-based systems development is still a
poorly understood point. The lack of collaboration and
clarity in the roles of stakeholders can lead to project
failures (S1 to S3, S5, S9).

» Research centers and industry ought to establish a col-
laboration network with universities to leverage the ev-
idence obtained in academic settings.

» The absence of a custom RE process for ML-based Al
systems prevents practical initiatives due to the intrinsic
characteristics of this type of system (S4, S5, S9).
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