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Abstract
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1 Introduction

During the COVID-19 pandemic and the need for social distancing, the formal education, until
then on-site, changed to remote and virtual classes. Although essential to the pandemic, the
emergency remote education posed challenges to students, professors, and institutions, which
needed to be methodologically and structurally prepared for this alternative form of teaching (J. R.
Santos & Zaboroski, 2020). In this scenario of difficulties and changes, student dropout caused an
even more significant concern (Colpo et al., 2021).

The student dropout, characterized by the student’s permanent departure from your degree
of origin without proper completion (Brasil, 1996), represents a severe educational problem that
causes academic, social, and economic damage to the individual who evades and to society. This
fact is because there is a correlation between the education level and the salary gains of the popu-
lation, which directly affects the socio-economic development of a country (Pontili et al., 2018).
In addition, shortages of skilled labor can negatively affect the productive capacity of a nation, and
students who have not completed their degrees are more likely to be unemployed and need welfare
benefits (Lee & Chung, 2019). When considering public education, student dropout also means a
waste of state resources, not only financial but also personnel and infrastructure (Silva Filho et al.,
2007).

Identifying at-risk students, based on knowledge of the previous dropout patterns, can sup-
port educational institutions in the decision-making and implementing institutional policies to
prevent dropout (Nagy & Molontay, 2018). With this purpose, some studies try to draw dropout
profiles from manual analyses based on data collected from interviews or surveys. However, be-
cause of the difficulty of contacting a significant portion of the evaded population, the results are
susceptible to biases (Silva, 2013). Moreover, the large volumes of educational data provided by
learning and academic management systems also make manual explorations unfeasible, although
they store information of high strategic potential (Romero & Ventura, 2020).

In this context, Educational Data Mining (EDM) techniques have been adopted to automate
dropout analysis. EDM is a research area that focuses on developing methods capable of exploring
large volumes of educational data to understand more effectively the students’ behavior and other
factors related to learning (Baker et al., 2011). As a multidisciplinary area, data mining (academic
or not) incorporates techniques from different domains, such as machine learning (Han et al.,
2012). Supervised machine learning, for example, is the basis of classification, which is the
EDM task often used in dropout prediction for automatically discovering patterns and attributes
related to this phenomenon and for automatically identifying at-risk students. In the first scenario,
classification models are developed descriptively to improve the understanding of dropout-related
patterns and help professionals identify at-risk students through pedagogical monitoring (manual
prediction). In the second one, the models are intended to identify potential dropouts (automatic
prediction) (Colpo et al., 2020).

Several secondary studies have already been conducted on applying data mining and ma-
chine learning techniques to educational problems. Specifically considering the context of student
dropout, Mduma et al. (2019a) presented a survey on machine learning techniques used to pre-
dict dropout. Marques et al. (2019) and Rondado de Sousa et al. (2021) carried out systematic
mappings on data mining technologies in identifying the causes of dropout and addressing the
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problem of face-to-face students dropout, respectively. Unlike Mduma et al. (2019a), Marques
et al. (2019) and Rondado de Sousa et al. (2021), in this work, we analyze studies that apply EDM
techniques in the dropout prediction context through a Systematic Literature Review (SLR). In
addition, the scope of this research is broader than that considered by Marques et al. (2019) since
it is not restricted to identifying the causes of dropout, and our RSL includes contextual, technical,
and data aspects not covered by Mduma et al. (2019a) and Marques et al. (2019). SLRs also were
conducted by Colpo et al. (2020), de Oliveira et al. (2021), and Agrusti et al. (2019). The first
study focused on the Brazilian research scenario, while the latter two concentrated on university
dropouts. In contrast, our RSL covers the international research scene without restrictions on the
level or modality of education. However, we have limited our scope to studies that address the
problem of breaking the link with formal education.

In more detail, this SLR analyzes studies that use EDM to predict institutional and degree
dropout. The aim is to identify (i) contextual characteristics, including educational modalities,
levels, and systems; (ii) technical characteristics as tasks, categories of algorithms, and tools; and
(iii) data characteristics considering types, coverage, and volume. We do not view works that deal
with dropout in subjects/courses, as it does not reflect the closure of students’ educational bonds.

The planning of this SLR, including the method and definition of research questions, search
strategies, and the selection and quality criteria, was described in Section 2. At the same time,
we explained the details of its conduct in Section 3. In Section 4, we present the results obtained,
answer previously established research questions, and describe many of the studies analyzed.
Then, in section5, we summarize some trends, opportunities, and challenges that we have observed
among the studies that apply EDM in predicting student dropout, as well as possible threats to the
validity of our research. Last, conclusions and final remarks are presented in Section 6.

2 Methodology and Planning

According to Kitchenham and Charters (2007), developing an SLR is identifying and evaluating a
broad range of research in an area or topic of interest using a suitable and reliable method. In this
paper, we used the SLR method proposed by Kitchenham and Charters (2007) to investigate the
international research scene regarding the use of EDM in predicting student dropout. More specif-
ically, as the primary research question, we sought to examine these studies’ contextual, technical,
and data characteristics, considering dropout at the institutional and degree levels/scopes. To this
end, we believe the following specific research questions in this SLR:

• Q1. What are the objectives of these studies?

• Q2. What educational levels, modalities, and systems were investigated?

• Q3. What is the nature, coverage, and volume of the data used?

• Q4. What tasks, techniques, and tools are being focused on?

This SLR considered works published from 2016 to 2022 in the following scientific bases:
ACM Digital Library (https://dl.acm.org), IEEE Xplore (https://ieeexplore.ieee.org), Web of Sci-
ence (https://www.webofscience.com), and Scopus (https://www.scopus.com). We contemplated
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publications from the last seven years before the execution of the SLR since we consider this
sample to be reasonably representative of the advances and the current research scenario. In addi-
tion, we chose the scientific databases based on their international relevance to Informatics in the
Education community.

The expressions used in the search engines were previously refined through the execution
and evaluation of preliminary queries. They included terms related to the Problem ("drop*out" OR
"dropout"), Population ("student" OR "school" OR "college" OR "university”), and Intervention
("data mining" OR "machine learning"). However, as the repositories use different default search
forms, we have standardized that the query should be performed on the publication’s metadata
(title, abstract, and keywords). We achieved this by creating advanced queries adapted to each
repository’s different options and syntaxes, as shown in Table 1.

Table 1: Advanced search expressions for each scientific database.

Database Advanced Search Expressions
ACM Abstract:(("drop*out" OR "dropout") AND ("student" OR "school" OR "college" OR

"university") AND ("data mining" OR "machine learning")) OR Title:(("drop*out" OR
"dropout") AND ("student" OR "school" OR "college" OR "university") AND ("data min-
ing" OR "machine learning")) OR Keyword:(("drop*out" OR "dropout") AND ("student"
OR "school" OR "college" OR "university") AND ("data mining" OR "machine learning"))

IEEE (("All Metadata": "drop*out" OR "All Metadata": "dropout") AND ("All Metadata": "stu-
dent" OR "All Metadata": "school" OR "All Metadata": "college" OR "All Metadata":
"university") AND ("All Metadata": "data mining" OR "All Metadata": "machine learn-
ing"))

Scopus TITLE-ABS-KEY(("drop*out" OR "dropout") AND ("student" OR "school" OR "college"
OR "university") AND ("data mining" OR "machine learning"))

WoS TS=(("drop*out" OR "dropout") AND ("student" OR "school" OR "college" OR "univer-
sity") AND ("data mining" OR "machine learning"))

For the selection of studies, we established five criteria:

• the article must be written in Portuguese1 or English, following the format of a scientific
paper;

• the study should describe the application of a specific solution, thus excluding literature
reviews;

• the article must adopt EDM techniques in solutions that contribute to the prediction of stu-
dent dropout;

• the work should address dropout in an institutional or academic degree scope, discarding
research aimed at dropout in subjects/courses or short-term training; and

1Although we take into account the international research scene, we kept the Portuguese language among the
acceptance/selection criteria because it is also in our domain and because we felt that this decision would not signifi-
cantly influence the results, considering that the searches were carried out with keywords in English and international
scientific databases. This judgment was confirmed during the RSL process, as only two of the selected studies (to be
presented in the next section) are written in Portuguese.
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• The article must provide details of its development and results, transposing the proposal
sphere.

Finally, to refine the selection/exclusion process, we also observed three quality criteria:

• the paper should be more than five pages long (whether single or double column) to present
a minimum of detail about its solution;

• in its validations, the research must consider a dataset of at least 500 instances/students to
guarantee a minimum representativeness/quality to the experiments; and

• The data used in the research should not be collected mostly by questionnaires and surveys
due to the higher propensity of bias in this approach.

3 Conducting the RSL

We conducted the RSL in 2023 with the support of the Parsifal tool2, considering three phases.
Initially, in Step 1, we query the scientific databases3 and export their results’ metadata (including
abstracts) in BibTeX format. Then, we import the BibTeX files into Parsifal to expedite the dupli-
cate check and streamline the article review process. After eliminating exact duplicates, in Step
2, the studies resulting from Step 1 had their abstracts and metadata (such as size, format, and
language) analyzed, and papers that did not meet the previously established selection or quality
criteria got removed from the analysis stage. Note that although the abstract is present, not all
publication metadata includes pages, language, and format information. Consequently, some arti-
cles that may have been excluded at this stage proceeded to the next phase. It is also important to
point out that we did not conduct a peer review in the analysis of the publications due to the large
volume of articles collected. That is, a single researcher analyzed each article. Finally, in Step 3,
we extracted the full texts of the studies resulting from Step 2, when available4, and analyze them
based on our selection and quality criteria. Furthermore, we only retained the most recent studies
when detecting similar publications by the same authors in our reading. These articles represent
progress in the same research, even though they are not identical duplicates.

Figure 1 shows, by repository, the number of results returned in the searches and the number
of exclusions for each criterion analyzed in each step. Notice that in Step 1, the searches yielded
1275 results, and many of the studies returned by the WoS (99) and Scopus (288) databases were
identified as duplicates and removed. This is because these databases were the last to be searched,
and the other repositories had already retrieved many of their results. It is also possible to observe
that during the analysis of the abstracts in Step 2, many studies were removed because they did
not use EDM and machine learning techniques or because they did not address the problem of

2https://www.parsif.al/
3The scientific databases were accessed through the Portal de Periódicos (https://www.periodicos.capes.gov.br) of

the Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES), a foundation linked to the Brazilian
Ministry of Education.

4Notice that the availability of the full text is not among the selection criteria presented in Section 2. This restric-
tion is a standard collection criterion since selection depends on the feasibility of the analysis. The same applies to
the duplicate limitation, as there is no reason to analyze an article that is identical/similar to another.
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institutional or degree dropout. More specifically, many studies dealt with dropouts from cours-
es/subjects, Massive Open Online Courses (MOOCs), or other educational problems such as grade
prediction. Furthermore, especially considering the IEEE database, many articles were entirely
outside the educational domain and related to the use of the dropout technique in the regularization
of neural network models. Finally, in Step 3, the most significant discards were publications whose
files/full texts were not available/accessible. Since the ACM and IEEE Digital Libraries mostly
hold their publications, these occurrences were concentrated in the WoS and Scopus databases.

Figure 1: Progress of the article analysis steps, taking into account the selection and quality criteria specified in the RSL protocol.

Figure 2(a) graphically shows the number of articles resulting from each selection phase,
considering the scientific databases separately. We selected 71 works identified in Tables 2 and 3.
Figure 2(b) shows the distribution of the selected studies by year of publication. It can be seen
that no article published in 2016 was selected and that there has been a progressive increase in
the number of selected papers since 2019. These results suggest a recent growth in the interest
to apply EDM techniques to face the student dropout problem, confirming the potential of this
research topic.

Regarding the origin of publications, Figure 3 shows the mapping of the number of selected
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Table 2: List of selected articles.

# Reference Country(ies) of Affiliations Database
1 Baranyi et al. (2020) Hungary ACM
2 Chen et al. (2018) USA ACM
3 Kang and Wang (2018) USA ACM
4 Shiau (2020) China ACM
5 Vasquez Verdugo et al. (2022) Chile, USA ACM
6 Xu and Wilson (2021) USA ACM
7 Yu et al. (2021) USA ACM
8 Aguirre and Pérez (2020) Ecuador, Spain IEEE
9 Bassetti et al. (2022) Italy IEEE
10 Böttcher et al. (2021) Germany IEEE
11 Costa et al. (2021) Brazil, Chile IEEE
12 da Silva et al. (2019) Brazil IEEE
13 Fernández-García et al. (2021) Spain IEEE
14 Kiss et al. (2019) Hungary IEEE
15 Kurniawati and Maulidevi (2022) Indonesia IEEE
16 Lottering et al. (2020) South Africa IEEE
17 Masood and Begum (2022) India IEEE
18 Mduma and Machuve (2021) Tanzania IEEE
19 Nagy and Molontay (2018) Hungary IEEE
20 Orooji and Chen (2019) USA IEEE
21 Ortigosa et al. (2019) Spain IEEE
22 Pachas et al. (2021) Brazil, Peru IEEE
23 Prada et al. (2020) Italy, Poland, Portugal, Romania, Spain IEEE
24 G. Santos et al. (2020) Brazil IEEE
25 Solis et al. (2018) Costa Rica IEEE
26 Yang et al. (2021) USA IEEE
27 Yoo et al. (2017) USA IEEE
28 Alturki et al. (2022) Germany WoS
29 Barros et al. (2019) Brazil WoS
30 Beaulac and Rosenthal (2019) Canada WoS
31 Berka and Marek (2021) Czech Republic WoS
32 Chung and Lee (2019) South Korea, USA WoS
33 Crespo (2020) United Kingdom WoS
34 de Assis et al. (2022) Brazil WoS
35 Deho et al. (2022) Australia WoS
36 Del Bonifro et al. (2020) Italy, France WoS
37 Demeter et al. (2022) USA WoS
38 Flores et al. (2022) Peru, Spain WoS
39 Fontana et al. (2021) Italy WoS
40 Freitas et al. (2020) Brazil, Saudi Arabia, Canada WoS
41 Hannaford et al. (2021) USA WoS
42 Hoffait and Schyns (2017) Belgium WoS
43 Iam-On and Boongoen (2017a) Thailand WoS
44 Iam-On and Boongoen (2017b) Thailand WoS
45 Karimi-Haghighi et al. (2022) Spain WoS
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Figure 2: Status by database and step (a); and temporal evolution of selected articles (b).

Table 3: List of selected articles (continuation of Table 2).

# Reference Country(ies) of Affiliations Database
46 Kuzilek et al. (2021) Czech Republic, Germany WoS
47 Lee and Chung (2019) USA, South Korea WoS
48 Opazo et al. (2021) Chile WoS
49 Palacios et al. (2021) Chile WoS
50 Perchinunno et al. (2021) Italy WoS
51 Perez et al. (2018) Colombia WoS
52 Queiroga et al. (2022) Brazil, Uruguay WoS
53 Queiroga et al. (2020) Brazil, Chile WoS
54 Segura et al. (2022) Spain, Paraguay WoS
55 Shilbayeh and Abonamah (2021) United Arab Emirates WoS
56 Sorensen (2019) USA WoS
57 Tsai et al. (2020) Taiwan WoS
58 Urbina-Najera and Mendez-Ortega (2022) Mexico WoS
59 Villegas-Ch et al. (2020) Ecuador, Spain WoS
60 Viloria et al. (2019) Colombia WoS
61 Agrusti et al. (2020) Italy Scopus
62 Bitencourt et al. (2022) Brazil Scopus
63 Gamao and Gerardo (2019) Philippines Scopus
64 Hutagaol and Suharjito (2019) Indonesia Scopus
65 Mduma et al. (2019b) Tanzania Scopus
66 Naseem et al. (2022) Fiji Scopus
67 Nuanmeesri et al. (2022) Thailand Scopus
68 Oreshin et al. (2020) Russia Scopus
69 Park and Yoo (2021) South Korea Scopus
70 Rovira et al. (2017) Spain Scopus
71 Vega et al. (2022) Peru Scopus

studies by country, considering the affiliations of the authors of each article. For reference, the
graphic also presents the continent, the Gross National Income (GNI) per capita (gray line), and
the Human Development Index – HDI (blue line)5 for each country. Although the HDI considers

5The HDI aims to assess a country’s development based on the capabilities of its population, not just its economic
growth. Therefore, it considers three critical dimensions of human development: income, education, and health.
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multiple dimensions, it is possible to observe an alignment between the two indicators so that
a country with a lower GNI also tends to have a lower HDI. A greater concentration of works
is observed in Europe and South and North America6, with the United States (USA), Brazil, and
Spain standing out as the countries with the most considerable quantities of publications. Although
most studies have been conducted in developed countries with higher GNI and very high HDI
(equal to or greater than 0.8), the interest in developing countries with high HDI (between 0.7
and 0.8) in this area of research is also notable, especially in South America. However, only two
and one of the selected articles concern countries with medium (HDI below 0.7) and low (HDI
below 0.55) levels of human development, respectively, and with lower GNIs. This fact shows
that the growth of research aimed at applying EDM to the problem of student dropout is not
confirmed in the poorest and underdeveloped countries, precisely those that would most need this
type of initiative. As Section 1 mentions, reducing student dropout is essential for socioeconomic
development. Therefore, there is still a need to publish and disseminate knowledge on this topic
to instigate the development of new studies, especially in countries lacking it.

Figure 3: Distribution of selected articles by country and continent.

4 Results and Discussion

At the end of the selection process, we extracted information from the selected articles to answer
the research questions established in Section 2. The results were synthesized and discussed in
this section, considering the following organization: Subsection 4.1 will present the results from

The GNI per capita and HDI values shown in Figure 3 were taken from the last HDI dataset, available in December
2023 at https://hdr.undp.org/data-center/human-development-index#/indicies/HDI. Notice that the Taiwan/Republic
of China does not have GNI and HDI information in Figure 3, as the United Nations does not recognize it.

6Notice that the total number of articles from each continent is presented with its respective legend, in parentheses.
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contextual perspectives related to Q1 and Q2. Subsections 4.2 and 4.3 will describe characteristics
of the data and techniques used, answering Q3 and Q4, respectively.

4.1 Context

4.1.1 Objectives

Regarding the first research question, the works that use EDM techniques in the context of student
dropout, in general, aim at (i) the automatic discovery of patterns and attributes related to this
phenomenon to understand its causes better and thus help professionals to predict at-risk students
through pedagogical monitoring (“manual” prediction); (ii) the development of predictive models
that can automatically identify students with dropout patterns (automatic prediction); or (iii) both
of the above objectives, that is, they seek to provide predictive models of dropout, in addition
to investigating patterns or indications of the attributes most strongly associated with dropout.
Figure 4 presents the distribution of the articles selected in this RSL concerning these objectives.
Notice that only six studies (8%) are restricted to investigating the patterns and relationships be-
tween the variables (attributes) analyzed and student dropout. The vast majority, 65 (92%), focus
on developing predictive models, among which a large proportion, 46 (65% of the total number
of articles), also address the investigation of patterns or attributes related to dropout.

Figure 4: Distribution of the selected articles according to their objectives.

Considering the first category, in common, the six studies demonstrate a strong relationship
between student dropout and students’ low academic performance. In more detail, Iam-On and
Boongoen (2017a) used the clustering approach to build descriptive models related to dropout,
considering demographic/social and academic (school and university) information from students
at Mae Fah Luang University (Thailand). Groups were generated to evaluate newly admitted stu-
dents and those who completed the first year of their course/degree separately. From the analysis
of the representative profile of each group, the authors identified that students with high academic
performance in school continue to perform well in university and that students with low academic
performance tend to drop out after the first year.

Yoo et al. (2017) and de Assis et al. (2022) used academic and demographic, and only
academic data in association rule mining to identify patterns related to the dropout of Computer
Science students from a public university in the USA and of Production Engineering students at the
Federal Center for Technological Education of Rio de Janeiro (Brazil), respectively. By mining
sequential patterns, which also involves analyzing the temporality of the data, on the records
of subjects/courses taken, Yoo et al. (2017) found that students tend to drop out after taking –
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usually more than once due to failure – the subjects/courses of introductory programming and
mathematics. de Assis et al. (2022) performed association rules mining on student performance
data augmented by social network metrics, in which the degree of propagation of Grade Point
Average (GPA) was used as a proxy for the existing bond among students. As a result, the authors
identified that lower school performance and minor participation in social networks lead to delayed
graduation and dropout.

Using academic and demographic data from engineering students at six universities in the
European Union, Prada et al. (2020) developed a web-based software tool for tutoring support.
In addition to using dimensionality reduction, clustering, and visualization techniques to enable
exploratory data analysis, the tool builds/uses classification models of academic performance and
dropout with a descriptive objective. That is, to provide global hints about student behavior.
Among the patterns found, the authors pointed out that the age of entry hurts graduation. At the
same time, the admission score and the student’s performance in the first semester have a positive
impact on graduation.

Also using students’ academic and demographic data, Yang et al. (2021) employed ex-
ploratory statistical analysis, correlation, and data mining/classification techniques to investigate
how individual courses and course sequences influence student dropout/graduation on Computer
Science majors at San Francisco State University. About the use of EDM, dropout prediction
models based on the Random Forest (RF), Logistic Regression (LR), and Support Vector Machine
(SVM) classifiers were developed using grade data from courses that approximately correspond
to the completion of 2, 3, 4, and 5 terms, respectively. Among the results, analyzing the impor-
tance rankings of the models, the authors identified that performance in mathematics and physics
courses has a more significant predictive impact at the initial stage of the degree.

Finally, Perchinunno et al. (2021) developed LR and Decision Tree (DT) models from de-
mographic and academic data of students who completed their first year of undergraduate or
single-cycle master’s degrees (combination of bachelor and master) at the University of Bari Aldo
Moro (Italy). The models were used descriptively to analyze the attributes and patterns related to
dropouts between the first and second year at university. Among the results, the authors identified
that the risk of dropping out is higher for male students or those who completed fewer than twelve
credits in their first year.

In general, researchers developing predictive models are more concerned with improving
results and exploring and evaluating different techniques in data pre-processing and generating
classification models. Since assessing the quality of predictive models involves simulating their
performance with varying evaluation metrics on a test dataset, perhaps there is greater clarity
about the need for improvement and, consequently, a more effective search for techniques that
help increase the performance and reliability of these models.

For example, Gamao and Gerardo (2019) and Queiroga et al. (2020) used evolutionary al-
gorithms to optimize their classification results and evaluate different classification algorithms
in developing their predictive models. In Gamao and Gerardo (2019), they proposed a swarm
optimization algorithm to select an optimal subset of attributes and maximize the accuracy of pre-
dictive models. To do so, the authors considered the demographic, academic, and economic data
of first-year students at Davao del Norte State College (Philippines), in addition to Naive Bayes
(NB) and DT classifiers showing better predictive results. Queiroga et al. (2020) proposed the use
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of a genetic algorithm to optimize the hyperparameters of dropout prediction models, considering
the data count of students’ interactions with a Virtual Learning Environment (VLE) in a distance
technical degree at Sul-rio-grandense Federal Institute (Brazil). In the proposed approach, models
based on the DT, LR, RF, Multilayer Perceptron (MLP), and Adaptive Boosting (AdaBoost) al-
gorithms, with different hyperparameter configurations, competed against each other. Thus, they
used the best classifier and its best combination of hyperparameters at the end of the evolutionary
process. Compared to the Grid Search optimization method and the default-configured models,
the authors demonstrated better predictive results of their approach.

Barros et al. (2019) also considered technical degrees, but using academic, demographic,
and economic data from face-to-face students of integrated degrees7, at Federal Institute of Rio
Grande do Norte (Brazil). In addition to optimizing the hyperparameters and evaluating the DT,
MLP, and Balanced Bagging (BB) classification algorithms, different balancing techniques and
evaluation metrics were tested. As a result, the BB classifier without additional balancing tech-
niques outperformed the other models associated with varying balancing techniques. The authors
also showed that it is unreliable to consider only the target class’s precision, recall, and f1-score
in the context of unbalanced data. It is essential to look at metrics more sensitive to performance
discrepancies between classes, such as Unweighted Average Recall (UAR) and Geometric Mean
(G-mean).

Using demographic and academic data from a public dataset of school students in India,
Masood and Begum (2022) also evaluated different metrics and several resampling techniques for
handling imbalanced data in developing LR and SVM classifiers. The authors found that SVM
models constructed with random undersampling and SMOTE (Synthetic Minority Over-sampling
TEchnique) in pre-processing yielded superior results. Furthermore, Masood and Begum (2022)
pointed to the greater effectiveness of the AUC-ROC (Area Under the Receiver Operating Curve)
for measuring predictive performance in the minority class.

As a last example, Solis et al. (2018) used academic, demographic, and economic data of
undergraduate students at the Instituto Tecnológico de Costa Rica. The authors evaluated the RF,
MLP, LR, and SVM classifiers, considering different perspectives on student data representation.
These perspectives aimed to assess (i) whether the learning of the predictive models would benefit
from including active/enrolled students among the examples of the non-dropout class and (ii)
whether the dropout behavior would be better represented from the entire academic trajectory
(i.e., a data record for each semester attended by the student) or from the last semester of the
student. As a result, in addition to pointing out the better performance of RF, the authors identified
that the best strategy was to use data from all semesters attended and only consider records of
graduated/concluded students as negative examples of dropout.

Among studies that develop predictive models, those that also investigate patterns or at-
tributes most strongly related to dropout usually do so by applying techniques that provide the
importance of each feature or by analyzing the model itself when it is interpretable. Costa et al.
(2021) and Naseem et al. (2022), for example, have built predictive dropout models based on data
from undergraduate Computer Science students at the Federal University of Pelotas (Brazil) and
the University of the South Pacific (Fiji), respectively. While Costa et al. (2021) used academic
and socioeconomic data from the student’s first three semesters in the development of DT, RF, and

7Brazilian integrated degrees combine secondary and technical education.
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LR models; Naseem et al. (2022) used academic, socioeconomic, and interactional data (from in-
teraction with a VLE) from the student’s first year to build DT, RF, NB, LR, and KNN (K-Nearest
Neighbor) models, considering three different prediction moments (enrollment and end of the first
and second semesters). The importance rankings established by the models and the attribute se-
lection results from the Boruta algorithm were analyzed by the first and second studies to identify
the attributes with a more significant influence on dropout. In both studies, the characteristics
associated with student academic performance were more important. While Costa et al. (2021)
highlighted the better performance of the RF model, Naseem et al. (2022) pointed out that the NB
excelled in predicting at the enrollment stage and the LR in predicting at the end of the first and
second semesters.

Berka and Marek (2021) built different dropout prediction models considering academic
and demographic data from face-to-face or distance bachelor’s degree students at a university in
the Czech Republic. The authors used data available at admission (student’s first enrollment) and
the end of the four initial semesters. Models were generated for each prediction moment and
different attribute combinations using the DT, LR, and RF algorithms. In addition, as dropout
examples, the models considered: (i) only students who the university dismissed for not meeting
any academic rule/requirement; or (ii) also including students who dropped out of the degree on
their own. As a result, the authors identified that the first strategy slightly improves the learning
of the positive dropout class and that the LR classifiers showed better predictive performance.
Furthermore, the authors interpreted the DT models to verify the influence of dropout-related
attributes and patterns. They performed a dependency analysis, using different association rule
algorithms and only data available at admission, to identify differences between students who did
or did not follow the degree after the first semester. Among the results, the percentage of credits
lost in the last semester was identified as the most essential attribute for the prediction models. At
the same time, dependency analysis pointed out that the time between the end of high school and
entry into higher education is the highest risk factor for early dropout.

Although less common because it is a more recent area of research, eXplainable Artificial
Intelligence (XAI) techniques, particularly Shapley Additive explanations (SHAP), also appear
as a resource for interpreting black box models. Baranyi et al. (2020) proposed applying a Fully
Connected Deep Neural Network (FCNN) in dropout prediction. Two other deep neural network
models and two ensembles of DTs were also trained and evaluated using academic and demo-
graphic data from undergraduate student admissions at the Budapest University of Technology
and Economics (Hungary). The authors observed a slightly higher predictive performance of the
FCNN. To better understand the decisions of their model, they evaluated the importance of at-
tributes based on permutations and the SHAP approach. Among the results, Baranyi et al. (2020)
found that the time between high school completion and higher education admission, the general
admission score, and the mathematics score on the entrance exam showed greater predictive im-
portance. Similarly, Bassetti et al. (2022) used SHAP values to measure the impact of each feature
on the predictions of a Gradient Boosting Trees (GBT) model. More specifically, the authors pre-
sented ISIDE, the prototype of a student dropout alert system integrated into the online student
portal of the Sapienza University of Rome. ISIDE works asynchronously, making predictions on
data collected every week and returning a list with the probability of students dropping out. Be-
fore opting for the best performance of the GBT in the predictive task, the authors also evaluated
DT, RF, LR, SVM, and MLP models, all built from demographic, economic, and academic data
from the university’s undergraduate and graduate students. Looking at the SHAP values, Bassetti
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et al. (2022) identified that students with more extended time since last enrollment, fewer credits
earned, or lower grade averages are likelier to drop out.

4.1.2 Education Levels, Modalities and Systems

Also related to context, but answering the second research question, Figures 5(a) and 5(b) show
the number of selected articles8 by educational levels and modalities or systems, respectively. An-
alyzing Figure 5(a), it is possible to observe little exploration at School and Technical education
levels, with the vast majority of works linked to Undergraduate. This quantity is understandable
since the studies are usually developed within universities using their proprietary data. In addition,
higher education institutions use academic management systems and VLEs more widely, gener-
ating greater data availability at this level of education. Regarding the modality, notice that the
selected works deal mainly with face-to-face teaching9. However, this result may be influenced
by the research interest of this review, which restricts dropout to the institutional and academic
degree scopes, disregarding studies at the level of subjects/courses, which seems to be a trend
in the works focused on distance modality as they explore the availability and constant updating
of interactive student data in VLE. Considering Figure 5(b), it is also evident that most studies
address dropout in public institutions. Most of the works presented in Section 4.1.1 follow these
results, focusing on higher, public, and face-to-face education. However, it is also essential to
describe the few initiatives that consider the other levels, modalities, and educational systems to
exemplify and encourage the expansion of research in these contexts.

Figure 5: Number of selected articles by educational levels and modalities (a) or systems (b), respectively.

Among the eleven studies aimed at school education, Masood and Begum (2022) has already
been presented. Sorensen (2019) and Orooji and Chen (2019) used academic, socioeconomic, and
behavioral data obtained from public school administrative databases in the USA states of North
Carolina and Louisiana, respectively. In the first study, which used data from the third through
eighth grades of elementary school to predict the dropout of students enrolled in high school,
SVM and boosting of DTs models showed, in that order, higher accuracy when compared to sim-
pler prediction models. From the interpretation of DT and LR models and the feature importance

8Notice that the same article can be counted in more than one chart category according to the used data. This
observation is valid for all graphs presented in this work.

9Although many works have been categorized as “Undefined” since they do not mention or give evidence of this
information, these studies probably deal with the face-to-face modality, given its predominance in formal education.
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of bagging DTs, the authors also identified that behavioral and academic attributes showed greater
predictive power than demographic ones. Orooji and Chen (2019) evaluated different classifica-
tion algorithms and balancing techniques and found that balancing techniques benefited recall.

In Chung and Lee (2019) and Lee and Chung (2019), the authors used behavioral and aca-
demic data of high school students from South Korea’s National Education Information System.
While in the first work, the authors balanced the data and developed an RF model, in the second
one, a comparative analysis of oversampling was presented, considering the RF classifier and a
boosting of DTs. As a result, in addition to validating the model’s predictive performance, the
authors found in the first study that attributes related to unauthorized absences and delays had
the highest predictive importance, respectively. Furthermore, in the second research, the authors
identified that boosting DTs without applying the balancing technique had the best results, demon-
strating the need to evaluate techniques of interest before including them in a solution.

Mduma and Machuve (2021) andMduma et al. (2019b) used public datasets with academic,
demographic, and economic data from students in Tanzania, Kenya, and Uganda, and only Tan-
zania, respectively, to develop models for predicting school dropout. Both studies employed data
balancing techniques and permutation of feature importance to identify the features that contribute
most to dropout. As a result, Mduma and Machuve (2021) pointed to the better performance of
the LR model when compared to the MLP and RF ones, as well as the greater importance of the
attributes of gender, age, income, parent check child’s books, and meals per day. Although they
don’t present comparative or predictive performance data, Mduma et al. (2019b) signal that they
have recognized an ensemble developed by soft combining tuned LR and MLP models as the
best model. In addition to the attributes identified in Mduma and Machuve (2021), Mduma et al.
(2019b) also pointed out as essential attributes that indicate whether the student reads books with
their parent and whether their parent discusses the child’s progress with the teacher. Mduma et al.
(2019b) selected these essential features and considered them as input for a prototype web-based
system. This system used the ensemble model and was developed to predict whether a student
will drop out of school based on the information entered and to display a visualization of schools
with a high risk of dropping out.

Considering the threat to the usefulness of predictive models posed by concept drifts during
the COVID-19 pandemic, Xu and Wilson (2021) used imputation-based simulations to analyze
the impact of data quality and availability on the performance of the dropout prediction model
implemented in Rhode Island’s Early Warning System (EWS). EWS is RF-based and trained
on academic, demographic, and economic data of Rhode Island’s public high school students,
considering techniques to deal with imbalance. By building and evaluating models based on
different imputation strategies and concept drift simulations, the authors found that in certain
circumstances, some predictive models, while imperfect, can still be helpful in assisting decision-
making.

Crespo (2020) simulated and compared the effectiveness of an income-proxy means test
(PMT) and mechanisms based on dropout prediction in reaching the poor and future school
dropouts for targeting social cash transfer policies. To do this, the author used academic, demo-
graphic, and economic data from Chilean governmental databases, covering students from seventh
grade onwards and present in the Chilean Social Protection File. GBT, SVM, RF, elastic net, lasso,
and generalized additive models were evaluated in the dropout prediction task, with elastic nets
performing best. Based on the feature ranking of the models, Crespo (2020) identified greater
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importance in attributes related to the student’s age, grades, attendance, and scholar grade/year, in
addition to the previous average dropout rate in the school. The author also observed that using
predictive results in conjunction with the PMT increased the targeting effectiveness, except when
the social valuation of the poor and future dropouts is very different.

Queiroga et al. (2022) describe a nationwide learning analytics project in Uruguay that aims
to mitigate school dropout and retention in secondary education. Using academic (covering the
first grade of primary school to the second grade of secondary school) and socioeconomic data
of students, the authors built eight RF models to predict dropout at different times of the first
two grades (before the start of the school year and after the initial assessment meeting for each
grade) of Uruguayan regular and technical basic secondary education. In addition to considering
the use of balancing, attribute selection, and optimization techniques in the construction of the
models, Queiroga et al. (2022) conducted a bias analysis of the models considering three protected
attributes, which resulted in the approval of seven of them. The project has also developed a web
API that allows the results/predictions of the approved models to be used and made available, both
synchronously and asynchronously.

Like Queiroga et al. (2022), Barros et al. (2019) also considers technical and school edu-
cation, taking into account the context of integrated education in the Brazilian system. Thus, in
addition to being linked to the school level, they are also counted at the technical level, along
with the work of Queiroga et al. (2020). Barros et al. (2019) and Queiroga et al. (2020) have
already been presented in Section 4.1.1, as well as those by Perchinunno et al. (2021) and Bassetti
et al. (2022), which addressed dropouts in undergraduate and graduate degrees, the same situation
as Oreshin et al. (2020), Del Bonifro et al. (2020), and Fernández-García et al. (2021).

In Oreshin et al. (2020), the authors used academic, demographic, and economic data, static
(available on admission) and dynamic (added semiannually), from students at the University of
Information Technologies, Mechanics and Optics (Russia). In addition, interaction and senti-
ment analysis data from the students’ publications in a social network were considered among the
dynamic information. Thus, with dropout as the target variable, in addition to the early predic-
tion model, designed to provide predictions immediately after student admission, eight prediction
models were developed, considering data extracted from one to eight consecutive semesters of the
degree and the GBT algorithm (chosen empirically). As a result, the authors highlighted good pre-
dictive results pointing to high school certification type, hometown, and academic center/student’s
area of knowledge as the top three attributes in the early model. However, for the dynamic mod-
els, the characteristics of academic performance in previous semesters showed more significant
predictive potential.

Del Bonifro et al. (2020) used social and academic (school and university) data of under-
graduate and single-cycle master’s students from an unidentified university to build early dropout
prediction models. The authors trained the models by considering only data available at admis-
sion or including data before the end of the first year. Considering random undersampling to deal
with data imbalance and different combinations of hyperparameters, the authors developed mod-
els based on SVM, RF, and Linear Discriminant Analysis (LDA) algorithms for the different sets
of attributes. As a result, the authors chose SVM and RF models for the scenarios with and with-
out first-year-related features, respectively. Moreover, although both models are necessary and
valuable for risk anticipation, as expected, a considerable improvement in predictive performance
was observed when introducing data related to students’ first year.
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Given the difficulty of accessing personal data and privacy issues, Fernández-García et al.
(2021) sought to develop the best possible dropout prediction models based solely on socioeco-
nomic and academic data of undergraduate and master students from an engineering school of a
Spanish public university. To do this, the authors used several feature and instance engineering
techniques in the pre-processing, including balancing/resampling. Considering hyperparameters
optimization, Fernández-García et al. (2021) developed GBT, RF, and SVM classifiers, along with
a heterogeneous ensemble, for five different stages, specifically before enrolment and at the end
of each of the first four semesters. As a differential, except for the models intended for the first
stage, the others consider the prediction result of the immediately preceding stage model among
their attributes. As a result, Fernández-García et al. (2021) pointed to a better performance of the
GBT at the time of enrollment and of the heterogeneous ensemble in the predictions at the end of
the first and second semesters.

On the other hand, Alturki et al. (2022) and Shilbayeh and Abonamah (2021) only con-
sider data from graduate-level students, more specifically master’s degrees. Alturki et al. (2022)
used demographic and academic performance data of master’s students in Business Informatics
at the University of Mannheim (Germany). Considering SMOTE for oversampling, the authors
developed LR, RF, KNN, NB, SVM, and ANN (Artificial Neural Networks) models for the tasks
of predicting student status (degree completion/non-completion) and academic grade (average,
above average, and below average) at the end of the first and second semesters. Among the
results, Alturki et al. (2022) identified better performance of RF models trained after oversam-
pling and that predictions made after the second semester are more accurate. In addition, using
RF permutation importance, the authors identified the semester grades and the distance from the
student’s accommodation to the university as the most important features for predicting the stu-
dent’s achievements. Shilbayeh and Abonamah (2021) used socioeconomic and admission and
previous academic data of master students from Abu Dhabi School of Management (United Arab
Emirates). A boosted regression tree ensemble was developed to predict the number of enrolled
students in subsequent academic years. In addition, the authors applied the Apriori algorithm to
extract association rules and discovery patterns about master’s students and who is most likely to
drop out. As a result, Shilbayeh and Abonamah (2021) highlighted the superior performance of
the ensemble when compared to a single boosted regression tree, and characteristics related to the
30-40 age range and the 2.5-3 undergraduate GPA range showed recurrence in the rules associated
with dropping out.

Queiroga et al. (2020), Berka and Marek (2021), Kang and Wang (2018), Yu et al. (2021),
and Ortigosa et al. (2019) are examples of articles that consider the context of distance learning.
Kang and Wang (2018) and Yu et al. (2021) used academic and demographic data of undergrad-
uate students at USA public universities to develop models for predicting dropouts during winter
break and the first year of the degree, respectively. Kang and Wang (2018) developed logistic pre-
diction models using or not using data random undersampling. As each model favored accuracy
or recall, authors used both to predict the dropout risk of active students, generating two listings
of at-risk students for educational managers. In Yu et al. (2021), the authors produced separate
models for students in distance and face-to-face degrees based on the data available at the end of
the first period/term of the degree. The models were generated from the LR and GBT algorithms,
considering or not the inclusion of sensitive attributes, such as gender and color/race, to assess
whether these data produce discriminatory models. As a result, after evaluating the overall per-
formance and fairness of the predictions (variation of predictive performance on minority groups)
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of each model, the authors identified that the GBT models performed better and that sensitive
attributes had little impact on the algorithmic fairness of the predictions, being preferable to use
them.

In addition to describing the development and evaluation of prediction models, Ortigosa
et al. (2019) presented the challenges and technical changes imposed by implementing an online
dropout risk prediction system for undergraduate students at Universidad a Distancia de Madrid
(UDIMA). The system provides (i) static early predictions, which consider data available on stu-
dent enrollments in their respective academic years/cycles, and (ii) dynamic predictions, which
include data from student interaction in the VLE, collected and updated periodically. These pre-
dictions are based on demographic, economic, academic, and interactional data. By dividing the
academic year into ten monthly periods, the authors developed 22 specialized models (one static
and ten dynamic for each type of student – new or recurrent) based on the C5.0 DT algorithm.
In addition, the authors identified that age and university access type were considered necessary
attributes in the prediction models of new students but ignored by those of veterans, who be-
gan to consider attributes related to student performance in previous years/cycles. Following this
behavior, the greater the data the models consider, the better the results presented.

As well as Ortigosa et al. (2019), another 13 works consider data from the private system.
Perez et al. (2018) and Hannaford et al. (2021), for example, devoted their research to specific un-
dergraduate degrees. They developed predictive models for the dropout of Systems Engineering
students and the risk of not graduating Nursing students, considering private universities in Colom-
bia and the USA, respectively. Perez et al. (2018) developed DT, LR, NB, and RF models utilizing
academic and demographic data of the students. Hannaford et al. (2021), in turn, developed 126
predictive models, considering different combinations between demographic and academic data
(from high school and university). Models were built for five prediction moments, considering
the beginning of additional academic years, based on eight classifiers and one ensemble based
on the weighted average of the results of these classifiers. As a result, Perez et al. (2018) iden-
tified that the RF model showed superior performance, while the ensemble with eight classifiers
scored better in Hannaford et al. (2021). The latter work also pointed out that the more advanced
the prediction moment, i.e., the more academic data is considered, the higher the model’s perfor-
mance. In common, both studies identified that data related to university academic performance
have greater predictive importance. The most essential attributes included cumulative GPA and
GPA in the degree-specific subjects/courses.

Hutagaol and Suharjito (2019) also proposed to combine the results of three prediction mod-
els (KNN, NB, and DT) into an ensemble; however, using a GBT meta-classifier to predict the
dropout of students from the Faculty of Social and Political Sciences of a private Indonesian uni-
versity. Starting from demographic, economic, and academic data, the authors performed data
balancing and attribute selection in pre-processing by considering SMOTE and Learning Vector
Quantization (LVQ) techniques, respectively. As a result, in addition to the ensemble outper-
forming the individual classifiers, LVQ highlighted the greater predictive importance of attributes
related to students’ attendance and academic performance.

da Silva et al. (2019) used demographic, academic, and economic data of students from on-
site degrees at public and private universities provided by the Brazilian Census and Higher Educa-
tion Flow Indicators. The authors built and evaluated three ensembles of homogeneous regressors,
each corresponding to the bagging of linear, robust, or ridge regressors, in addition to reproducing
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a heterogeneous ensemble proposed by another work, with seven base algorithms combined by
a Ridge meta-regression. The authors trained these four regression ensembles from two distinct
subsets of attributes, selected by Stepwise and Pearson correlation methods, respectively. As a
result, the homogeneous ensembles outperformed the heterogeneous ones, with emphasis on the
bagging of linear regressors trained on the attributes selected by the Stepwise method, which had
lower error rates. In addition, the degree retention and completion rates, the number of students
remaining, and the study shift were identified as the most significant predictive importance for
dropout models.

In Palacios et al. (2021), the authors developed models to predict dropout at the global level
(i.e., independent of the period) and specialized in the first, second, or third year of the degree.
Using academic (school and university), demographic, and economic data of undergraduate stu-
dents at Universidad Católica del Maule (Chile), in addition to the SMOTE balancing technique,
the authors trained DT, KNN, LR, NB, RF, and SVM classifiers for the four prediction objectives.
However, only the models designed to predict dropouts in the second and third years considered
student performance data at the university. As a result, the authors highlighted the importance of
data balancing and good predictive performances, especially of RF models. Moreover, through
information gain analysis, the authors identified that the attributes related to the student’s school
performance and the socioeconomic background of the place of origin are the most important for
the first three scenarios. However, university performance attributes also proved relevant in the
third one. On the other hand, attributes related to students’ university performance proved to be
more critical for predicting dropping out in the third year of the degree (fourth scenario).

As a last example, Shiau (2020) addressed the dropout problem of full-time undergraduate
students on Taiwan’s private and technological university campus. The author used a decision
table and a DT model in the descriptive analysis of dropout determinant rules to help establish
counseling strategies and identify at-risk students. Both techniques related the dropout rules, for
the most part, to students’ low academic performance. Considering the DT model, the author
identified, for example, that first and second-year students with no tuition discounts and average
academic performance lower than 45.6 in the last semester tend to drop out. In addition, to provide
early predictions, Shiau (2020) developed a model based on the discriminant analysis method and
data on student absences. The resulting function was shown to be most influenced by absences
related to sick leave. Therefore, it has been incorporated into a form allowing academic advisors
to enter students’ up-to-date absence figures and get their dropout risk in real time.

4.2 Data

Regarding the perspective of the data used and the third research question of this RSL, Figure 6(a)
shows the distribution of the selected articles according to the types (nature) of attributes and
educational levels that they considered. It is necessary to mention that information related to
student absences was classified as academic in this categorization, although some works cited
in Section 4.1 refer to this data as behavioral. In addition, some studies used complementary
attributes extracted from questionnaires/surveys, such as daily time for leisure and homework,
which were not considered in the categorization. This fact is because, in addition to not being
a common practice among the works, data resulting from questionnaires/surveys are subject to
limitations and biases, as mentioned in Section 1.
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Figure 6: Number of articles by attribute type (a) and dataset size (b).

Considering that we hide the labels related to a single article so as not to pollute the graphs,
notice that the Undergraduate level is the only one to have works linked to all data types, which
is understandable since it is the most researched level. Academic, social, and economic data are
widely used in predicting institutional and educational degree dropout, as opposed to interactional,
temporal, and sentiment analysis data. Although not shown in Figure 6(a), it is worth specifying
some attributes pointed out by the studies as being of greater predictive importance. Among the
academic qualities, we can highlight those related to academic performance, such as admission
exam grades, and grade point and frequency averages (in the term or accumulated), and to the
student’s position in the degree, such as the number of terms/semesters taken, and the total number
of credits earned or lost (in the term or accumulated). Regarding demographic data, the attributes
of age at entry, gender, and time between finishing high school and entering higher education
stand out, in addition to those related to the students’ origin, such as hometown and indicators
of socioeconomic background. Finally, among the economic information, we can mention family
income attributes and student aid or benefits receipt.

While Naseem et al. (2022), Oreshin et al. (2020), Ortigosa et al. (2019), Queiroga et al.
(2020), Deho et al. (2022), Park and Yoo (2021), and Villegas-Ch et al. (2020) correspond to ar-
ticles that used the interactional data type, the work of Oreshin et al. (2020) was the only one to
use predictive attributes resulting from sentiment analysis. However, it is related to both under-
graduate and graduate levels. Yoo et al. (2017) and Kurniawati and Maulidevi (2022), in turn,
considered in their analysis the temporality associated with students’ academic records10.

Using academic, demographic, and economic data from undergraduate students at an In-
donesian university and taking advantage of the semester temporality/sequentiality of the edu-
cational path data, Kurniawati and Maulidevi (2022) developed recurrent neural network models,
more specifically Long-Short Term Memory (LSTM) and Gate Recurrent Units (GRU) classifiers,
to predict graduation/dropout and final GPA (below average, average, good, very good). As a dif-
ferential, the authors built three models: one model for each prediction task (dropout and final
GPA), constituting a separate method; and one model to predict the data with dropout and final
GPA cross-labels, constituting a combined method. Evaluating the predictive performance of the
models over different semesters, Kurniawati and Maulidevi (2022) found that GRU and LSTM

10Other studies have used temporal data, such as the semester in which the student is enrolled or the interval
between the end of high school and entry into higher education. Still, they have not extracted information based on
the sequentiality of these data, nor have they considered their time series.
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outperformed in graduation/dropout and GPA prediction, respectively. In addition, they pointed
out that the models showed better results in the separate method, with satisfactory predictive per-
formance from the first and second semesters for the graduation and GPA models, respectively.

Also considering data characteristics, Figure 6(b) shows the relationship between the se-
lected articles and the sizes of the datasets (number of students/records) used, considering each
education level separately. Although the works are based on datasets of quite varied dimensions, it
is clear that studies related to the school education level mostly concentrate on the broadest range
of data. This fact is understandable as these studies usually use data from all schools that make up
the public system of a state or country, as seen in Section 4.1.2. Similarly, the other works in this
range, such as da Silva et al. (2019), Yu et al. (2021) and Oreshin et al. (2020)11, generally using
undergraduate student data from all degrees or several departments of an institution.

As exceptions, Beaulac and Rosenthal (2019) and Viloria et al. (2019) considered only data
from the Faculty of Arts and Science at the University of Toronto and the Departments of Engi-
neering at the University of Mumbai, respectively. In more detail, Beaulac and Rosenthal (2019)
used first-year academic performance data to build models from the RF and LR (baseline) algo-
rithms to predict whether students would get their degrees. As a result, the authors confirmed
the better performance of the RF model, pointing out the predictive importance of attributes as-
sociated with credits and grades in a seminar subject/course and other subjects/courses related to
specific departments, especially mathematics. Viloria et al. (2019), in turn, used academic, demo-
graphic, and economic data to build predictive models of dropout based on Bayesian Networks
(BN), ANN, and DT algorithms. In addition to considering the results of all models as satisfac-
tory, the authors confirmed, through the interpretation of the models or their attribute rankings,
the hypothesis that academic and socioeconomic conditions (such as scores on the entrance exam
and student benefits, respectively) are decisive for the student permanence or dropout.

On the other hand, works that consider datasets of more restricted size (range of 500 to
1000 students/records) generally address dropout prediction in a single degree, such as Costa et al.
(2021), Hannaford et al. (2021), Naseem et al. (2022), Perez et al. (2018), Queiroga et al. (2020),
and Yoo et al. (2017). However, there are exceptions, such as the Iam-On and Boongoen, 2017b
(2017a, 2017b) studies, in which the datasets, although small, cover academic and demographic
data of students from 26 academic departments at Mae Fah Luang University—as in the first
work, described in Section 4.1, Iam-On and Boongoen (2017b) considered separately the contexts
of students who had just entered and completed the first year of the degree. However, in this
second research, the authors developed predictive models of dropout to validate a proposed data
transformation approach based on the Link-Based Cluster Ensemble. As a result, despite requiring
more computational effort, the authors demonstrated that their approach improved predictions and
outperformed other dimensionality reduction techniques, considering models developed for both
contexts from the DT (C4.5), KNN, NB, and ANN algorithms.

The relationship between the articles and the nature/type of the attribute used, now consid-
ering the perspective of the education modality, is presented in Figure 7(a). Notice that adopting
data types for face-to-face teaching generally follows the same trend as for all selected studies.
However, interactional data show the same representativeness as economic data in distance learn-
ing, being considered by 57% (4 out of 7) of the works in this modality, which confirms the greater

11Notice that the graph counts the Oreshin et al. (2020) study at both undergraduate and graduate levels.
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exploration of student interaction with VLEs in this context. Additionally, in Figure 7(b), we can
see the mapping about the amount of data types considered in the articles. Notice that most studies
use three types of data, followed by those adopting two or one type.

Figure 7: Total articles by data types and modalities (a); and by combinations of types (b).

We identified the use of four or five types of data only in Ortigosa et al. (2019), Naseem
et al. (2022), Park and Yoo (2021), Villegas-Ch et al. (2020), Kurniawati and Maulidevi (2022),
and Oreshin et al. (2020). Most of these studies consider academic, demographic/social, eco-
nomic, and interactional information (A, D, E, I), with the exception of Kurniawati and Maulidevi
(2022), which considers temporal rather than interactional data (A, D, E, T), and Oreshin et al.
(2020), which adds sentiment analysis data to the first four types (A, D, E, I, S). The works linked
to three types generally used academic, demographic/social, and economic data (A, D, E), as
in Barros et al. (2019), Costa et al. (2021), Gamao and Gerardo (2019), and Solis et al. (2018).
Yoo et al. (2017) was an exception and used academic, demographic, and temporal (A, D, T).

In works related to two types, as in Berka and Marek (2021), Iam-On and Boongoen, 2017b
(2017a, 2017b), and Perchinunno et al. (2021), the authors generally used a combination of aca-
demic and demographic data (A, D). The exceptions correspond to Deho et al. (2022) and Freitas
et al. (2020), who adopted demographic and interactional (D, I) or economic (D, E) data, respec-
tively. It is worth mentioning that Freitas et al. (2020) developed an IoT (Internet of Things)
system for predicting early dropout of engineering students at Instituto Federal do Ceará, Campus
Fortaleza (Brazil). Using only seven socioeconomic attributes, the authors built LR, DT, SVM,
KNN, DNN, and MLP models. An interface has been provided to users so that they can, among
other facilities, select the model to be used in the prediction, submit student records to be pre-
dicted or consult the risk of students with stored data. Regarding the predictive results, the authors
pointed out better performances for the DT and DNN models.

Finally, when the works used only one type, the academic (A) stood out, as in Beaulac and
Rosenthal (2019), Chung and Lee (2019), Lee and Chung (2019), Rovira et al. (2017), de Assis
et al. (2022), and Kuzilek et al. (2021). The only exception was the Queiroga et al. (2020) study,
which considered just interactional data (I), as described in Section 4.1.1.
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4.3 Tools and Techniques

Answering the first item of the third research question, the articles selected in this RSL addressed
dropout prediction mainly through the Classification task, either to identify at-risk students or
to determine attributes and patterns related to dropout. The exceptions were the Iam-On and
Boongoen (2017a), Yoo et al. (2017), da Silva et al. (2019), de Assis et al. (2022), and Shilbayeh
and Abonamah (2021) studies, which used only Clustering, Association, or Regression techniques.

We categorized the algorithms used in the works according to the methods/techniques they
represent. Figure 8(a) shows the frequencies of the categories that showed recurrence. We can
see that the authors adopted ensemble methods in most studies, specifically in 48. Ensemble algo-
rithms have gained attention in recent years because they combine multiple classifiers and usually
increase the quality of predictions due to the greater generalizability of this set of models (Lee &
Chung, 2019). Although not shown in the graph, we should mention that most occurrences of the
ensembles (43) considered DTs as base classifiers, with emphasis on the high frequency of the
RF algorithm used, for example, in Chung and Lee (2019), Solis et al. (2018), and Queiroga et al.
(2022). Also, we can see that DTs are not only applied as base classifiers. Their applications, as
in Freitas et al. (2020), Perez et al. (2018), and Ortigosa et al. (2019), correspond to the second
most recurrent category of an algorithm. The reason may be associated not only with their good
predictive and computational performance but also with the interpretability of their results. This
is because the DTs are constituted by rules describing the discovered patterns (Han et al., 2012).
A similar motivation may account for the fact that linear models, used in Kang and Wang (2018),
Mduma and Machuve (2021), Perchinunno et al. (2021), and Shiau (2020), for example, appear
as the third most frequent category, with emphasis on LR models.

Figure 8: Articles by categories of algorithms (a) and tools/languages (b) used.

Still, regarding Figure 8(a), it is evident that categories related to the SVM, neural network
(simple or deep), and probabilistic (based on Bayes’ theorem) algorithms also had significant
frequencies. The category of instance-based learning, represented mainly by the KNN algorithm,
had a more discrete recurrence. Freitas et al. (2020), Hannaford et al. (2021), and Palacios et
al. (2021) are examples of works that used KNN, among other algorithms, in their comparative
analyses. Although it is also a traditional algorithm, this lower adoption of KNN may be associated
with the computational cost it requires in classifying new instances, which in the worst case may
increase linearly with the size of the training dataset (Raschka & Mirjalili, 2017). Finally, the
other categories were slightly used, having been cited in less than five studies.
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G. Santos et al. (2020) considered academic and demographic data of undergraduate stu-
dents from a Brazilian federal institution in developing a dropout prediction model named Evolve-
DTree.To improve the learning of the DT classifier in the face of the unbalanced dataset, the au-
thors employed the K-Means clustering algorithm in pre-processing. Thus, the data was stratified
into ten groups of records, which were used in training by cross-validation. Furthermore, to avoid
overfitting the DT model, an attribute selection method based on an evolutionary (genetic) algo-
rithm was also used, resulting in eight selected attributes: an indicator of participation in social
programs, degree closure semester, writing grade in the entrance exam, year, and semester of ad-
mission, GPA, race/ethnicity, and the number of years in the degree. In addition to validating the
results of each step of their approach’s results, the authors demonstrated their model’s superior
performance over KNN, AdaBoost, MLP, RF, NB, SVM, and Quadratic Discriminant Analysis
(QDA) models. Finally, the visualization of the model also showed that EvolveDTree considered
potential dropouts, mainly students with lower academic performance or who had not yet passed
the second year of the degree.

Chen et al. (2018) proposed using survival analysis, based on Aalen’s Additive and Cox’s
Proportional Hazard models, to predict the occurrence and timing of undergraduate student dropout.
The research used demographic and academic (school and university) data of students at George
Mason University (USA) who were linked to Science, Technology, Engineering, and Mathematics
(STEM) fields. The models were trained incrementally, considering the information available in
different periods, from the data available at the end of the second semester to the data available at
the end of the fifth semester. The authors compared their survival analysis models to traditional
machine learning models (LR, DT, RF, NB, and AdaBoost). As a result, in addition to observing
that the predictive results improved as new semester data were considered, they identified that
survival analysis models performed better when a few semester data were available. Addition-
ally, the attributes of semester-wise GPA and the number of semesters attended/enrolled showed
greater predictive capacity.

Figure 8(b) shows the tools and programming languages used by the selected articles in
the data mining process. Although some works do not mention the tools adopted, analyzing the
graph makes it possible to see the wide use of Python and R languages. It is necessary to say that
the use of Python appears in general associated with the machine learning library Scikit-Learn,
such as Barros et al. (2019), Queiroga et al. (2020), and Rovira et al. (2017). In the Rovira et
al. (2017) work, models were developed to predict, among other targets, the risk of undergraduate
students at the University of Barcelona not re-enrolling in the second and third year of their degree.
The authors used the academic performance data of students in the first year of Law, Computer
Science, and Mathematics degrees separately. Five prediction models were developed for each
degree, considering the LR, SVM, RF, NB, AdaBoost classifiers, as well as the SMOTE balancing
technique. As a result, the RF and AdaBoost models performed best in the Law degree, while the
LR and NB models excelled in the other two. Considering the sizes of the datasets used for each
degree, the authors pointed out that non-parametric classifiers may be better suited to the context
of low data availability. In contrast, parametric models may be better adjusted to the opposite
situation.

Similarly, the Caret package is frequently used by studies adopting the R language, such
as Perchinunno et al. (2021), Lee and Chung (2019), and Solis et al. (2018). Among the other
tools, only WEKA, RapidMiner, and H2O.ai were referenced more than once by the selected stud-
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ies. Palacios et al. (2021), Viloria et al. (2019), and Vega et al. (2022) are examples of research
using WEKA. The only two references to RapidMiner occurred in Berka and Marek (2021) and
Nagy and Molontay (2018). Although Berka and Marek (2021) used RapidMiner in the classifica-
tion, the authors also applied the LISp-Miner tool in the association mining. Similarly, Nagy and
Molontay (2018) has also used implementations of the H2O.ai platform, also adopted by Deho
et al. (2022), in some of its models.

Based on academic and socioeconomic data of undergraduate students from the Faculty of
Systems Engineering and Informatics of the Universidad Nacional Mayor de San Marcos (Peru),
Vega et al. (2022) developed a DT model and a (not web) system for dropout prediction. The
authors used six feature selection methods available in the WEKA tool to select the features fre-
quently considered necessary, and applied SMOTE to deal with the data unbalanced problem. As
a result, Vega et al. (2022) presented a diagram of use cases and interface prototypes related to the
system developed, highlighting the importance of the cumulative and last cycle weighted average
grades and the number of credits earned features.

Nagy and Molontay (2018) developed early dropout prediction models from academic and
demographic data available when undergraduate students were admitted at the Budapest Univer-
sity of Technology and Economics. In addition to using different attribute selection strategies
(evolutionary, by correlation, and based on feature importance metrics dependent on GBT and
DNN models), the authors considered several classifiers, specifically those of linear regression,
DT, RF, GBT, LR, NB, KNN, DNN, AdaBoost. Among the attributes selected as important, the
authors identified the performance in humanities subjects/courses in high school. This selection
suggests that a good and broad education is essential for university success, even for engineering
and exact sciences students. Regarding the models, GBT and DNN performed better on the se-
lected and complete sets of attributes, respectively. As a final result, Nagy and Molontay (2018)
developed a web application to provide predictions from the GBT model, trained from the re-
duced/selected attribute set. Thus, by entering the attribute data of a specific student, the user can
obtain the prediction of their risk of dropping out right at the time of enrollment.

In addition to the technical characteristics already presented, it is crucial to position the
studies concerning some additional aspects. For example, Figures 9(a) and 9(b) show the propor-
tions of works concerning the adoption of balancing and attribute selection techniques, respec-
tively. These analyses are necessary because unbalanced data tends to be a reality in the context
of dropouts, and this inequality can affect the learning of the underrepresented class of students.
In addition, attribute selection techniques aim to remove irrelevant or redundant dimensions from
the data, reducing the processing cost and preventing these variables from negatively influencing
the models Han et al. (2012).

Notice that only 41% (29) of the works cited the application or evaluation of balancing tech-
niques. Although some databases are naturally balanced, this low percentage shows that many
studies have neglected this critical issue. Among the works that balanced their training data, the
use of the SMOTE technique stands out, as in Hutagaol and Suharjito (2019), Lee and Chung
(2019), and Rovira et al. (2017). Attribute selection techniques were considered in 35% (25) of
the studies. This result is understandable since many works already start from a reduced num-
ber of attributes, either due to a lack of access to more information or because they base the
choice of attributes on previous experiences or research. Among the selection approaches used
in the works already described, we can mention: evolutionary methods, such as Gamao and Ger-
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Figure 9: Proportions of articles concerning technical characteristics.

ardo (2019) and G. Santos et al., 2020; by correlation and stepwise, such as Fernández-García
et al., 2021 and da Silva et al., 2019; LVQ in Hutagaol and Suharjito (2019); selection based on
model-dependent importance metrics, in Nagy and Molontay (2018); and Boruta algorithm, which
operates as an RF wrapper, in Naseem et al. (2022).

Another example of a study applying attribute selection is Tsai et al. (2020). Using de-
mographic, economic, and academic performance data from first-year students at a Taiwanese
university, the authors developed models to predict dropout over the next three years. The authors
performed a statistical analysis based on logistic regression to attribute selection. This analysis
pointed to four main attributes: academic performance (class ranking percentage), student loan
application indicator, number of absences, and number of subjects/courses in which the student
received academic performance alerts. Considering these four attributes for each student’s first
two semesters, MLP and LR classifiers were trained and showed better specificity and sensitivity,
respectively. As a final result, the authors used the most sensitive model in the prediction task,
providing the university with lists of at-risk students, thus enabling the execution of preventive
strategies.

Figure 9(c) shows the proportion of papers that automatically predicted the risk of dropout
for enrolled (active) students. Although many studies (80%) applied and validated prediction
models on historical data to identify patterns related to dropout or define the best prediction algo-
rithm, only 20% (14) of the works applied the models built on current data to predict and detect
future dropout automatically. Specifically, Kang and Wang (2018), Nagy and Molontay (2018),
Ortigosa et al. (2019), Mduma et al. (2019b), Freitas et al. (2020), Shiau (2020), Tsai et al. (2020),
Shilbayeh and Abonamah (2021), Xu and Wilson (2021), Bassetti et al. (2022), Queiroga et al.
(2022), Vega et al. (2022), Demeter et al. (2022), and Urbina-Najera and Mendez-Ortega (2022)
correspond to the latter case.

Interested in the predictive utility of financial aid records, Demeter et al. (2022) used aca-
demic, demographic, and economic data from undergraduate students who applied for free fed-
eral aid in their first two consecutive years of enrollment at a public university in the southeastern
USA. In addition to selecting attributes from a theoretically oriented process, the authors used
supporting analytical and data-driven techniques, such as stepwise logistic regression, and the
model’s feature importance. As a differential, Demeter et al. (2022) used a two-level hierarchical
classification process to make predictions based on records available at the end of the second to
sixth semester after matriculation. This process comprises two RF models, one to initially predict
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whether students would drop out or graduate, and another to be applied to expected graduates to
predict whether they would complete their degree late or on time (4 years). In addition to validat-
ing the predictive performance of their models, the authors applied them to actual student data.
They identified a list of potential dropouts that was shared with academic advisors for their analy-
sis. Demeter et al. (2022) also highlighted the predictive importance of attributes related to credit
earned, college and high school GPA, estimated family financial contribution, and enrollment and
grades in required gateway courses within a student’s major.

Urbina-Najera and Mendez-Ortega (2022) used academic, demographic, and economic data
from undergraduate students in 25 engineering, social science, and administrative science pro-
grams at an unidentified university. By oversampling the minority class (dropouts) and undersam-
pling the majority class (non-dropouts), the authors evaluated different feature selection methods
(RF wrapper, correlation, and consistency-based) in the development of RF and ANN models for
dropout prediction. Among the results, they pointed out that resampling benefited the predictive
ability of the models and that the RF with features selected by the RF wrapper showed better
performance. Urbina-Najera and Mendez-Ortega (2022) also reports that the (best) RF model has
been implemented in the institutional system and has allowed predicting an approximate number
of possible dropouts per period, contributing to the preventing actions.

Another factor to highlight is that not all the studies that predict future dropout made their
predictions available to academic managers through interfaces, as indicated in Figure 9(d). That is,
although 92% of the works developed predictive models for dropout (Figure 4), only 15% ensured
intuitive and continuous access to the actual predictions, facilitating monitoring and development
of preventive strategies for at-risk students. In addition, it is essential to mention that among
the 11 works that provided systems/interfaces, only the ones by Ortigosa et al. (2019), Xu and
Wilson (2021), and Bassetti et al. (2022) involve projects that integrate the prediction systems
with the databases of administrative/institutional systems. The others require the user to inform
the students’ data by filling out a form or submitting a .csv file to have their status predicted.

5 Trends, Opportunities, and Challenges

The analysis of the studies covered by this SLR allows us to observe some trends, opportunities,
and challenges related to the application of EDM and machine learning in predicting student
dropout, considering the degree and institutional levels.

From the contextual perspective, we can highlight the lack and consequent opportunity for
research at school (primary and secondary) and technical education levels and in countries with
the lowest HDI, which are precisely the contexts with the greatest need. This is because basic
education levels cover the most significant number of students and are extremely important for
the socio-economic and educational development of the population. Furthermore, it is necessary
to consider the challenges that may be at the root of this lack and that need to be addressed to
drive progress in this research context. Although they concentrate most of the students, public
schools have limited resources. They may not have dedicated teams specializing in information
technology, making it difficult to conduct this type of research/study locally (within the schools).
Therefore, expanding the use of EDM and machine learning in the school dropout context de-
pends on government bodies investing in the development of this research internally or facilitating
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it externally by making public datasets available, preferably covering data on different aspects of
students12. Mduma and Machuve (2021) also pointed out the difficulty of finding publicly avail-
able datasets that address the problem of student dropout for the development of studies involving
the application of machine learning techniques. Also in line with the remarks on the school con-
text, in this SLR, two of the three studies related to technical education were carried out in Brazil,
using data from institutions of the Federal Network of Professional and Technological Education,
which also have undergraduate and graduate degrees, providing specialized technical staff and a
more conducive environment for research.

Regarding the data used, we observed that many studies utilize a combination of demo-
graphic, economic, and academic data despite the widespread use of VLEs in universities. This
shows a research opportunity, as analyzing student interaction data in VLEs can aid in identifying
behavioral patterns. Furthermore, they can be precious in early prediction models since they are
accessible throughout the entire semester, even before the student has completed any academic
terms and obtained GPA information (Park & Yoo, 2021). Another opportunity behind the ex-
traction and use of interactional data is that the texts of students’ posts and their participation in
forums can be processed and serve as input for a sentiment mining process, the result of which
can also contribute to the prediction of dropouts. Similarly, further exploration of the temporality
and sequentiality of academic trajectory data is needed. Studies comparing the predictive results
of traditional classification models with those of time series would be of great practical use. They
would shed light on whether the temporality of the data truly offers a predictive advantage in the
dropout context.

In general, the studies on dropout prediction also show little adaptation of techniques to the
specific domain. Although the research questions are focused on the dropout problem, the stud-
ies generally use traditional data mining and machine learning techniques without adapting them
or their applications to the domain’s particularities. Fernández-García et al. (2021) and Demeter
et al. (2022) are examples of studies that propose different classification structures and can serve
as inspiration for other research in this direction. It is also common to develop specialized models
for degrees or prediction periods. Although exploring more specific factors, such as student per-
formance in particular subjects/courses, may benefit such models, it is crucial to notice that this
approach may provide less comprehensive results institutionally. Therefore, when possible, de-
veloping models that focus on the generic prediction of dropout (i.e., prediction models intended
to predict dropouts in different degrees and periods/grades of the academic trajectory) may have
greater returns for educational practice.

Still considering the technical perspective, although we observed the concern to evaluate
different machine learning algorithms (this is indeed important) for the development of new stud-
ies, we should highlight the importance of validating the technical decisions throughout the entire
model development process, considering the institutional reality and the objectives of each re-
search. In developing a generic prediction model, for example, is it best to consider absolute
attributes (such as the number of completed credits)? Would not using relative attributes (such
as the percentage of completed credits) provide more informative and generalizable data for dif-
ferent curricular structures? Studying the choice and prioritization of evaluation metrics is also
extremely necessary. Otherwise, all technical decisions may be based on biased results, generat-

12This is because much public data, such as that from educational censuses, is limited to socioeconomic information
on students, which limits the research potential and, consequently, the interest of researchers.

247



Colpo et al. RBIE v.32 – 2024

ing falsely viable models. Although many studies point to the good performance of their models,
these conclusions are sometimes not adequately substantiated. For example, classification mod-
els should not be evaluated solely based on their overall hit rates (accuracies), especially if data
imbalance has not been deal with. In addition, although DT-based models have been widely used
because they combine good prediction and execution performance with interpretability, it is worth
noting that there are several possibilities for applying more complex models, such as deep neural
networks. This is because if these models provide a more significant predictive advantage and
acceptable execution times for the reality and needs of the project/research, XAI techniques can
be used to identify the factors contributing to the prediction of dropout (Rondado de Sousa et al.,
2021).

In addition, while there is growing interest in using EDM to predict dropout, most studies
only analyze historical data. They don’t often apply the models to active/enrolled student data
to predict who is at risk of dropping out. Furthermore, not all of the few works that perform
predictions provide academic managers with interfaces/tools for intuitive and continuous access
to the results of the predictions. This would be important to support decision-making and planning
of preventive strategies. We believe that this underutilization of the efforts and potential of many
studies in educational practice is the greatest challenge. This is because, as already mentioned,
most of the research is carried out in an academic environment, often associated with degree
final works, dissertations, or theses. In this type of research, due to privacy issues, access to
data is usually completely anonymous and partial, with no continuous access to databases. As a
result, these studies generally do not allow for adequate progress in identifying at-risk students.
In our view, the solution to this problem depends on carrying out projects involving researchers
and stakeholders linked to the information technology teams and administrative managers of the
institutions that hold the data. In this way, models can be developed in the academic sphere and
integrated into institutional systems with the effort of the partner institution.

Finally, we must point out the limitations and threats to the validity of this RSL. First, due to
the large number of papers collected, we did not use peer review to select and analyze the articles.
In other words, each publication was examined by a single researcher. In the interpretive context
inherent in any secondary study, this can lead to subjective decisions. Another threat could be
the lack of scientific databases that are important for the specific contexts of different countries.
However, since this work aims to investigate the international scenario and we don’t know the
relevant databases for each country, including some specific databases could introduce bias in the
results. For this reason, we decided to consider only four major international scientific databases,
namely ACM Digital Library, IEEE Xplore, Web of Science, and Scopus.

6 Conclusion and Final Remarks

This work presents a systematic review of the application of EDM in the context of student dropout
prediction. This review considered the scopes of institutional and academic degree dropout and
identified contextual, technical, and data characteristics addressed in this research topic.

The selected articles focused more on the undergraduate level, the public education system,
and the face-to-face modality. This last trend may be related to the scope of this work, which
disregards publications associated with the prediction of dropout in subjects/courses that are re-
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current in the distance learning modality. Regarding the information used, besides a remarkable
variation in the number of records considered, almost all studies adopt from one to three types of
data in the representation of students. Combinations of academic, social, and economic attributes
are the most frequently used. Although socioeconomic attributes have been highlighted as nec-
essary by many studies, mainly for the early prediction of dropouts, several studies have pointed
out that, when available, data on students’ academic performance overlap other types of attributes,
dominating the decisions of predictive models.

From the perspective of the techniques and tools used, most works address the problem
of dropout prediction through the classification task, using DT models, individually or in an en-
semble. The use of Python and R languages also stands out in conducting the EDM process. In
addition, although we already expected limited adoption of attribute selection techniques, consid-
ering that many studies start from a small number of variables, the low application of balancing
techniques caused a surprise. This is because dropout datasets usually have a significant imbalance
between classes, which can impair the quality of the models.

Still, on the technical characteristics, although interest in adopting EDM in dropout pre-
diction is growing, most works only analyze past data. They do not apply the models to data of
active/enrolled students to predict who is at risk of dropping out. Moreover, not all of the few
works that perform predictions provide academic managers with interfaces/tools for intuitive and
continuous access to the predictive results. This is important to assist in decision-making and
planning preventive strategies. So, these results indicate the underutilization of the efforts and
potential of many studies in the educational practice.

Finally, at the end of this study, we also presented and discussed research opportunities
and challenges that follow the general trends observed among the works analyzed. Despite the
limitation of not conducting a peer review in carrying out the SLR, we hope that the results and
findings of this work will contribute to the development of new studies related to the application
of the EDM in predicting student dropout. In addition to instigating the expansion of this area
of research in underdeveloped countries and greater caution regarding technical decisions, we
hope to encourage the more practical application of predictive models to enrolled student data
and the availability of these predictions to academic managers. This will undoubtedly add to the
quality and usefulness of the work in educational practice. These observations will also guide the
continuity of our research.
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