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Resumo

O fendémeno da evasdo universitdria tem sido amplamente investigado devido aos prejuizos em recursos financeiros
e em mdo de obra, por isso, entender sua dindmica é importante para identificar solugdes e estratégias preventi-
vas. Este estudo emprega técnicas de ciéncia de dados e aprendizado de mdquina para prever o risco de evasdo
universitdria e analisar as caracteristicas e dindmicas da evasdo nos cursos de Engenharia da Universidade Fede-
ral do Rio de Janeiro na cidade de Macaé, Brasil. Utilizando a metodologia CRISP-DM, foram treinados modelos
de Regressdo Logistica, Arvore de Decisdo e eXtreme Gradient Boosting (XGBoost), sendo otimizados por meio da
otimizag¢do bayesiana. Conforme os resultados dos modelos, observou-se que o desempenho académico dos alunos
no seu primeiro periodo é suficiente para identificar, com AUC de 0,80, os alunos evadidos do conjunto de testes.
Na andlise exploratoria dos dados também foi revelado que mais alunos evadiram do que se formaram, sendo que
75% das desisténcias ocorreram nos trés primeiros semestres. Além disso, observou-se uma forte correlacdo entre o
baixo desempenho académico e o risco de evasdo, com destaque para as disciplinas de Cdlculo e Fisica. Este tra-
balho evidencia como os dados de uma universidade podem ser explorados para identificar padrées e tendéncias no
comportamento dos alunos e como o aprendizado de mdquina pode ser empregado como ferramenta estatistica para
extrair informagoes valiosas de grandes volumes de dados, auxiliando na melhoria da qualidade e acessibilidade da
educacdo no ensino superior.

Palavras-chave: Evasdo; Universidade; Engenharia; Desempenho académico; Aprendizado de mdquina.

Abstract

The phenomenon of university dropout has been widely investigated due to losses in financial resources and labor,
so understanding its dynamics is important to identify solutions and preventive strategies. This study uses data
science and machine learning techniques to predict the risk of university dropout and analyze the characteristics and
dynamics of dropout in Engineering courses at the Federal University of Rio de Janeiro in the city of Macaé, Brazil.
Using the CRISP-DM methodology, Logistic Regression, Decision Tree, and eXtreme Gradient Boosting (XGBoost)
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models were trained, being optimized through Bayesian optimization. According to the results of the models, it was
observed that the academic performance of students in their first period is sufficient to identify, with an AUC of 0.80,
students who dropped out of the test set. In the exploratory analysis of the data, it was also revealed that more
students dropped out than graduated, with 75% of dropouts occurring in the first three semesters. Furthermore, a
strong correlation was observed between low academic performance and the risk of dropping out, particularly in the
subjects of Calculus and Physics. This work highlights how a university’s data can be explored to identify patterns and
trends in student behavior and how machine learning can be used as a statistical tool to extract valuable information
from large volumes of data, helping to improve quality and accessibility of education in higher education.
Keywords: Evasion; University; Engineering; Academic performance; Machine learning.

Resumen

El fenomeno de la desercion universitaria ha sido ampliamente investigado debido a las pérdidas de recursos fi-
nancieros y laborales, por lo que comprender su dindmica es importante para identificar soluciones y estrategias
preventivas. Este estudio utiliza técnicas de ciencia de datos y aprendizaje automdtico para predecir el riesgo de
desercion universitaria y analizar las caracteristicas y dindmicas de la desercion en carreras de Ingenieria de la
Universidad Federal de Rio de Janeiro en la ciudad de Macaé, Brasil. Utilizando la metodologia CRISP-DM se en-
trenaron los modelos de Regresion Logistica, Arbol de Decision y Aumento de gradiente extremo (XGBoost), siendo
optimizados mediante optimizacion bayesiana. Segiin los resultados de los modelos, se observo que el rendimiento
académico de los estudiantes en su primer periodo es suficiente para identificar, con un AUC de 0,80, a los estu-
diantes que abandonaron el conjunto de pruebas. En el andlisis exploratorio de los datos, también se revelo que
mds estudiantes desertaron de los que se graduaron, ocurriendo el 75 % de los abandonos en los primeros tres se-
mestres. Ademds, se observo una fuerte correlacion entre el bajo rendimiento académico y el riesgo de abandono,
particularmente en las materias de Cdlculo y Fisica. Este trabajo destaca como se pueden explorar los datos de una
universidad para identificar patrones y tendencias en el comportamiento de los estudiantes y como el aprendizaje
automdtico se puede utilizar como herramienta estadistica para extraer informacion valiosa de grandes volimenes
de datos, ayudando a mejorar la calidad y la accesibilidad de la educacion en la educacion superior.

Palabras clave: Evasion; Universidad; Ingenieria;, Rendimiento académico; Aprendizaje automdtico.
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1 Introducao

A evasdo estudantil nas universidades brasileiras e mundiais € uma questdo complexa e multifa-
cetada que afeta o sistema educacional como um todo. A evasdo ocorre quando os estudantes
abandonam seus cursos antes de conclui-los, seja por motivos pessoais, académicos, financeiros
ou sociais. Esse fenomeno tem sido motivo de preocupagdo tanto para as institui¢des de ensino
quanto para 0s governos, uma vez que impacta negativamente a qualifica¢do profissional da popu-
lagcdo (Jesus & Gusmao, 2024; Oliveira & Medeiros, 2024; Teodoro & Kappel, 2020).

No contexto brasileiro, a evasdo estudantil € um problema persistente. Muitos estudantes
entram na universidade com grandes expectativas, mas acabam desistindo ao longo do caminho.
Dentre as principais razdes para a evasdo estdo a falta de recursos financeiros para se sustentar
durante os estudos, a necessidade de trabalhar para ajudar a familia, a falta de suporte académico,
a dificuldade de adaptag¢do a vida universitdria e a falta de motivacdo ou interesse pelo curso
escolhido (Coimbra et al., 2021). Além dos fatores individuais, a evasao também esta relacionada
a problemas estruturais do sistema educacional, inclusive da educacio basica (Carvalhaes et al.,
2022), uma vez que este sistema enfrenta desafios como a falta de infraestrutura adequada e a falta
de professores qualificados e motivados, fazendo com que os estudantes cheguem a universidade
com baixo preparo para acompanhar o curriculo universitario.

Além disso, a pandemia da COVID-19 desencadeou uma grave situagdo econdmica no pafs,
incluindo a érea da educagdo, desde o ensino bdsico até o superior, restringindo o acesso aos
campus universitarios e gerando um desafio para garantir a continuidade do processo de ensino-
aprendizado, agravando o problema da evasdo estudantil (Alharbi, 2020; Crawford et al., 2020;
Ebner et al., 2020; Murphy, 2020; Regehr & Goel, 2020). Segundo o Mapa do Ensino Superior,
publicado pelo Instituto Semesp, o ano de 2020 registrou os maiores indices de evasdo de alunos
do ensino superior no Brasil de toda a série histdrica, uma taxa de 28,5% de evasdo nos cursos
presenciais e 33,5% nos cursos a distancia (Semesp, 2022). Esses dados corroboram os resultados
do trabalho de Klitzke e Carvalhaes (2023), que, ao analisar os fatores associados a evasdo de
curso na Universidade Federal do Rio de Janeiro para a coorte de 2014.1, encontrou que 33%
destes alunos evadiram do seu curso até o 6° periodo. Levando em conta apenas esses dados e o
custo anual médio de um aluno para uma institui¢do superior (Bielschowsky & Amaral, 2022), é
possivel entender a existéncia de um prejuizo financeiro considerdvel por ano para o Estado que
jé sofre com o impacto econdmico e social dessa tendéncia, pela menor produ¢do de mao-de-obra
qualificada e menor producao cientifica (Lobo, 2012).

A exploragdo de dados educacionais com o intuito de melhorar a experiéncia de aprendizado
e a eficiéncia da gestdo das instituicdes de ensino vem sendo utilizada desde 1979, quando a
Open University (Reino Unido) ja podia analisar mais de 10 anos de progresso de seus alunos a
distancia, dando origem ao campo do Learning Analytics (LA). Desde entdo, com a emergéncia
do ensino a distancia (EAD) e dos conceitos de mineracdo de dados e big data, o LA tem sido
pauta das discussdes educacionais, e a maioria das iniciativas que o empregam envolvem esforcos
para melhorar as taxas de retencdo dos alunos ou criar uma experiéncia de ensino personalizada
(Hernandez-de-Menéndez et al., 2022).

Na sua revisdo sistematica, de Oliveira et al. (2021) argumentam que a atual transforma-
cdo digital oferece as universidades uma variedade de oportunidades e facilidades. Nesse novo
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contexto, essas institui¢des podem fazer uso apropriado dos dados produzidos pela interagao dos
alunos com a universidade, bem como compreender como diferentes aspectos variam em decor-
réncia de determinadas intervencdes. Os autores mostram como a maioria dos trabalhos tenta
prever o status do aluno para tentar evitar sua evasao da instituicdo. Quanto aos dados utilizados
para tais previsdes, os dados dos estudantes (informacgdes pessoais e académicas) sdo a catego-
ria de dados mais utilizada. No que diz respeito a tarefa de aprendizado de maquina utilizada
para a previsdo, a maioria dos estudos analisados utilizou técnicas de classificacdo, com varios
algoritmos de classificacdo diferentes. A técnica de validagdo mais utilizada € a validacao cru-
zada, e as métricas de avaliacdo mais frequentes sdo aquelas baseadas na matriz de confusao.
Alguns trabalhos utilizando dados de universidades brasileiras podem ser encontrados em: Go-
mes (2021), Manhées et al. (2012), Oliveira e Medeiros (2024), Oliveira Junior (2015), Silva e
Adeodato (2012) e Teodoro e Kappel (2020). Além disso, é importante destacar as questoes de
privacidade. Como alguns dos dados utilizados para previsdes podem ser pessoais € sensiveis, a
privacidade precisa ser considerada; esta preocupagdo também € referida em alguns dos estudos
analisados.

Nesta pesquisa, o objetivo € analisar as caracteristicas da evasdo universitaria nos cursos
de Engenharia da UFRJ Macaé e aplicar técnicas de aprendizado de mdaquina para identificar
os alunos em risco de evasdo, compreendendo melhor o fendmeno do abandono. E interessante
comentar que o trabalho de da Silva (2023) analisou a evasdo nos cursos de Engenharia da UFRJ
Macaé pela perspectiva da experiéncia do usudrio (UX). A partir de um estudo de caso qualitativo
com questiondrios aplicados a estudantes do 1° ao 3° periodo, foram identificados fatores como
dificuldades financeiras, de transporte, adaptacdo e gestdo de tempo, além de mau desempenho
e defasagens de conhecimento. Enquanto o estudo de da Silva (2023) utiliza uma perspectiva
qualitativa centrada na experiéncia do usuario (UX), identificando fatores subjetivos, o presente
trabalho aplica técnicas quantitativas de ciéncia de dados e aprendizado de maquina para prever a
evasdo e explorar padrdes em grandes volumes de dados académicos.

2 Delimitacio do escopo e limitacoes do estudo

A anélise realizada neste estudo se baseia exclusivamente em dados de desempenho académico,
devido a restri¢cdes institucionais no acesso a informag¢des de natureza socioecondmica, cultural
e comportamental dos alunos. A obtengdo desses dados demandaria aprovagdes especificas re-
lacionadas a privacidade e protecdo de informagdes sensiveis, o que ndo foi vidvel no contexto
desta pesquisa. Portanto, a modelagem proposta busca avaliar especificamente a relacdo entre o
desempenho académico e a evasdo universitaria, reconhecendo que outros fatores podem exercer
influéncia sobre esse fendmeno.

Apesar dessa limitacao em relagcdo aos dados utilizados, é importante chamar a atengdo para
estudos anteriores que apontaram que o desempenho académico, notadamente, em disciplinas
de matematica e ciéncias naturais, tem forte relacio com a evasdo nos cursos de engenharia.
Godoy e Almeida (2017) comentam em seu trabalho que "as disciplinas da drea de Matemaética
e das Ciéncias Naturais atreladas a fraca formacao, nessas mesmas dreas, na Educacdo Basica
contribuem, consideravelmente, para a evasao". J4 Christo et al. (2018) diz que os resultados de
sua pesquisa "demonstram que o fator financeiro ndo € o principal no ato da desisténcia, pois a
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maior parte dos alunos desistentes (61%) declarou desistir por motivos académicos e apenas 12%
por motivos socioecondmicos".

Além disso, embora este estudo se concentre exclusivamente em cursos de Engenharia, essa
delimitacdo € justificada pela alta taxa de evasdo observada historicamente nesse setor no Brasil
(Christo et al., 2018; Godoy & Almeida, 2017). A evasdo nos cursos de Engenharia representa um
desafio significativo para o pais, pois impacta diretamente na formacgao de profissionais essenciais
para setores estratégicos do desenvolvimento nacional, como infraestrutura, tecnologia e inovagao.
Ademais, considerando que os fatores associados a evasdo podem variar entre diferentes dreas
do conhecimento, as andlises setoriais como esta tornam-se fundamentais para a construcio de
estratégias especificas de retencdo de alunos. Assim, os resultados aqui apresentados contribuem
para um melhor entendimento desse fendmeno em um setor critico e podem servir como base para
estudos futuros em dreas afins no ensino superior.

3 Trabalhos Relacionados

O trabalho de Jesus e Gusmao (2024) apresenta uma revisao sistematica sobre métodos de mine-
racdo de dados e aprendizado de maquina para prever e mitigar a evasao estudantil, destacando o
uso de algoritmos baseados em arvores de decisdo e a predominéncia de estudos sobre ensino pre-
sencial. O estudo enfatiza a necessidade de dados diversificados e modelos ajustados ao contexto
educacional brasileiro. J4 em Oliveira e Medeiros (2024), um modelo preditivo foi desenvolvido
para identificar estudantes em risco de evasdao em cursos de graduagdo a partir de dados de au-
toavaliacdo dos proprios alunos, com acurdcia de 87,97%, enfatizando varidveis como satisfagao
com o curso € apoio institucional. O estudo destaca a importancia de varidveis como satisfagdo
com o curso e apoio institucional, contribuindo para estratégias educacionais de retencao e apoio
ao estudante.

Teodoro e Kappel (2020) exploraram algoritmos aplicados a dados de universidades publi-
cas brasileiras obtidos do INEP (Instituto Nacional de Estudos e Pesquisas Educacionais Anisio
Teixeira), com a Random Forest alcangando 80% de acerto na previsdo de evasdo. Em Oliveira
Junior (2015), foram empregadas técnicas de minerag¢do de dados, incluindo a sele¢do de subcon-
juntos de atributos e a criacdo de novos atributos, para identificar padrdes de evasdo na UTFPR,
contribuindo para anélises mais aprofundadas do problema e possibilitando a criacao de ferramen-
tas de visualizagdo em tempo real. Ja Silva e Adeodato (2012) analisaram dados de desempenho
académico de oito cursos da Universidade Federal do Pernambuco (UFPE) e propuseram mo-
delos baseados em regressdo, destacando a importancia de fatores socioecondmicos, culturais e
comportamentais.

Fora do contexto brasileiro, Aulck et al. (2019) analisaram dados do primeiro ano de 66.060
estudantes nos EUA, demonstrando que informacdes de desempenho acadé€mico inicial sdo mais
uteis que dados demograficos para prever evasdao (AUC = 0,811). De forma semelhante, Nagy e
Molontay (2018) exploraram dados pré-admissdo e do primeiro ano de 15.825 estudantes em Bu-
dapeste, com redes neurais e Gradient Boosted Trees apresentando os melhores resultados (AUC
=0,79 € 0,776, respectivamente). Ambos destacam a relevancia de previsdes precoces no combate
a evasao.
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Comparando os artigos citados com o presente trabalho, € possivel identificar semelhangas
e diferencas nos objetivos, acesso aos dados, nimero de cursos estudados e resultados obtidos.
Embora todos compartilhem o objetivo comum de prever a evasio no ensino superior, eles diferem
na utilizacdo de dados e técnicas de aprendizado de maquina. Enquanto este trabalho utiliza
apenas dados dos alunos de Engenharia, os trabalhos citados empregam dados de diversos cursos.
Além disso, assim como em Aulck et al. (2019) e Nagy e Molontay (2018), este estudo também se
concentra no desempenho académico dos alunos no primeiro periodo de seus cursos para prever
o risco de evasdo. Em contraste, alguns dos artigos citados utilizam dados socioecondmicos e
demogréficos, além de dados de desempenho académico, enquanto outros empregam técnicas
de mineracdo de dados, como selecdo de subconjunto de atributos e criacdo de atributos mais
complexos.

Em termos de resultados, o presente estudo obteve um AUC de 0,80, o que estd em linha com
o desempenho dos modelos encontrados na literatura. Esses resultados corroboram as conclusdes
de Nagy e Molontay (2018), que sugerem que os dados relativos ao desempenho académico sdo
mais importantes do que os dados pré-admissdo e que esses sdo suficientes para prever a evasao
com sucesso. Entretanto, assim como evidenciado por Jesus e Gusmao (2024), ter acesso a uma
maior diversidade de dados de alunos também foi um desafio enfrentado neste trabalho, de forma
que ndo foi possivel seguir as recomendacdes de Silva e Adeodato (2012) quanto a inclusio de
outros tipos de dados ndo ligados ao desempenho académico. Finalmente, assim como sugerido
por Oliveira Junior (2015), este trabalho também aponta dire¢des para a continuacao do trabalho
que incluem a implanta¢cdo dos modelos na infraestrutura da universidade para permitir o monito-
ramento das situagcdes dos alunos em tempo real.

4 Meétodo

Para este trabalho, foi implementada a metodologia CRISP-DM (Cross Industry Standard Process
for Data Mining), criada hd mais de 20 anos, visando auxiliar na estruturacdo dos projetos de
mineracao de dados (Chapman, 2000). Para isto, foram seguidas as 5 etapas apresentadas a seguir:

4.1 Etapa 1: Compreensao do negocio

A fase de compreensdo do negdcio consiste em entender a problemdtica, investigar solugcdes de
problemas similares na literatura e propor abordagens para resolver o problema identificado den-
tro das restricdes do contexto em que o projeto se insere. A andlise dos trabalhos relacionados
revelou que o problema da evasdo € multifatorial e que as abordagens de desenvolvimento de
modelos de aprendizado de maquina diferem consideravelmente em termos dos atributos empre-
gados. Desejava-se, portanto, obter o maximo de atributos possiveis para uma caracterizacao
mais completa do fendmeno, incluindo dados socioecondmicos, pré-admissao e desempenho aca-
démico. Entretanto, devido as restricdes ao acesso de dados sensiveis de alunos, foram obtidos
apenas dados relativos ao desempenho dos alunos no processo de admissao a universidade e no
decorrer da graduagdo. Esta limitagdo de acesso a certos tipos de dados efetivamente delimita o
escopo e os objetivos especificos da andlise desenvolvida. Dessa forma, o presente trabalho ana-
lisa, especificamente, a influéncia do desempenho académico dos alunos no risco de evasdo e a
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modeliza¢do do fendmeno da evasao a partir do mesmo.

4.2 Etapa 2: Compreensao dos dados

Esta etapa permite que os pesquisadores se familiarizem com os dados que serdo utilizados. Ela
envolve vdrios sub-passos: coleta, descricdo, exploracdo e verificacdo da qualidade dos dados.
Esses passos sdo importantes para garantir que os dados sejam adequados para uso na pesquisa €
que quaisquer questdes ou tendéncias potenciais sejam identificadas e tratadas.

4.2.1 Coleta dos dados

Foram coletados dados dos alunos dos cursos de Engenharia de Produciao, Engenharia Mecanica
e Engenharia Civil do Instituto Politécnico do Centro Multidisciplinar UFRJ - Macaé disponiveis
no Sistema Integrado de Gestdao Académica (SIGA) da Universidade Federal do Rio de Janeiro.
Os dados obtidos contemplam informacgdes sobre o desempenho em cada disciplina cursada por
cada um dos alunos, assim como as notas de admissao a universidade.

4.2.2 Descricdo dos dados

O conjunto de dados inicial contém 56659 linhas referentes aos resultados dos alunos em cada
disciplina cursada, compreendendo um total de 1452 alunos ao longo dos 11 anos de existéncia
dos cursos de engenharia do CM UFRJ - Macaé, de 2011 a 2022. A Tabela 1 apresenta a descricao
dos atributos do conjunto de dados.

Tabela 1: Descri¢@o dos atributos do conjunto de dados.

Atributo

Descricao

Tipo

primeiro_per
nota_humanas

nota_linguagem
nota_matematica

nota_natureza
nota_redacao

grau

periodo

disciplina
resultado

Ccr

cr_acumulado

curso
situacao_matricula

Ano e semestre de ingresso

Nota da prova de Ciéncias Humanas do
ENEM

Nota da prova de Linguagem do ENEM
Nota da prova de Matemdtica do ENEM
Nota da prova de Ciéncias da Natureza
do ENEM

Nota da prova de Redagdo do ENEM
Nota final de cada aluno em cada
disciplina cursada

Ano e semestre em que cada disciplina
foi cursada

Cédigo da disciplina

Resultado final na disciplina
Coeficiente de rendimento do aluno em
cada periodo

Coeficiente de rendimento total do aluno
até determinado periodo

Curso no qual o aluno estd matriculado
Situacao atual da matricula do aluno

Categorico
Numérico continuo

Numérico continuo
Numérico continuo

Numérico continuo
Numérico continuo

Numérico continuo

Categorico

Categérico
Booleano

Numérico continuo

Numérico continuo

Categoérico
Categoérico
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4.2.3 Andlise Exploratoria dos dados

Em seguida, foi feita uma exploragdo dos dados utilizando a biblioteca Pandas, que permite a
manipula¢do de estruturas de dados tabulados. Para visualizagdo de padrdes e inspe¢do dos dados,
foram utilizadas as bibliotecas Matplotlib e Seaborn, que permitem a constru¢do de gréficos e
outras visualizacdes.

O gréfico de setores da Figura 1 evidencia a quantidade e propor¢do das situacdes da matri-
cula dos alunos. Nota-se que uma minoria de 278 alunos se formou, enquanto 482 alunos evadiram
de seus cursos, uma quantidade 73% maior do que o nimero de formados.

Figura 1: Quantidade de alunos por situaco.

situacao_matricula
e Ativo
mmm Evadido
= Formado

A andlise da situagdo da matricula por turma (ver Figura 2) revela um cendrio ainda mais
preocupante. A maioria dos estudantes nas turmas iniciais abandonou o curso, exceto para a turma
de 2013, que tem a maior propor¢do de formados. Além disso, pode-se observar que uma grande
parte dos estudantes das turmas iniciais ainda estd ativa, mesmo apds ultrapassarem significati-
vamente o limite de tempo de 5 anos para conclusdo do curso. As turmas de 2019 a 2022 nao
possuem formados ainda, pois ndo completaram o ciclo de 5 anos de curso.

Além de observar quantos alunos evadiram, € interessante também analisar o niimero de pe-
riodos cursados pelos alunos até o momento da anélise. Para isso, a partir da contagem dos coefici-
entes de rendimento (CR) em cada periodo para cada aluno, criou-se o atributo periodos_cursados.
O gréfico boxplot da Figura 3 ilustra a distribuicao desse atributo para cada situa¢do de matricula.

Essa andlise ¢ importante, pois permite identificar padrdes no desempenho académico dos
alunos, ajudando a universidade a entender melhor as necessidades dos estudantes e aprimorar sua
oferta educacional. Além disso, observar em qual momento do curso os alunos costumam evadir
pode ser util para uma eventual realocacdo de vagas na universidade ou abertura de chamadas
para outros alunos ingressarem. Nota-se primeiramente que a distribuicdo do nimero de periodos
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Figura 2: Quantidade de alunos por situagio de cada turma.
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cursados dos alunos formados € simétrica em torno de 10, o que é de se esperar, visto que a
expectativa de tempo de curso é de 10 periodos. Os alunos que se formam em menos tempo do que
seria teoricamente possivel (7 periodos ou menos) sdo aqueles que ingressaram por transferéncia
de instituicdo ou curso, ou entdo, que realizaram intercambio e ndo possuem registros de CR para
os periodos cursados em outra institui¢ao.

Além disso, percebe-se que os alunos que evadem de seus cursos o fazem nos primeiros
periodos da graduacao, visto que a distribuicdo do niimero de periodos cursados para estes alunos
estd majoritariamente concentrada entre 0 e 6 periodos. Sendo que aproximadamente 85% dos
alunos evadem até o 5° periodo, 75% até o 3° periodo e 40% no primeiro periodo.

Para a constru¢@o dos modelos de aprendizado de maquina ndo serdo considerados os alunos
que possuem matricula ativa. Essa decisdo se deve a duas razdes: (i) considerar alunos ativos como
exemplos negativos de evasdo aumenta muito a probabilidade de ruido nos registros, uma vez que
alunos ativos possuem situacao indefinida podendo se formar ou evadir; e (ii), conforme o trabalho
de Solis et al. (2018), essa abordagem ja demonstrou piores resultados.

4.3 Etapa 3: Preparacao dos dados

A preparacdo dos dados proposta neste trabalho consiste na transformacao dos dados, tratamento
de dados faltantes e normalizacdo das escalas dos atributos.
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Figura 3: Nimero de periodos cursados por situagio.
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4.3.1 Transformacdo dos dados

Os algoritmos de aprendizado de maquina requerem que os dados estejam em um formato es-
pecifico. Para isso, na maioria das aplicacdes, uma série de operacdes deve ser aplicada para
transformar os dados do formato em que sdo encontrados naturalmente para outro que possa ser
usado na construcao dos modelos.

Os algoritmos considerados para este trabalho sdo desenvolvidos para trabalhar com dados
no formato tabular. Neste formato, cada linha deve representar uma tnica instancia (exemplo ou
amostra) e cada coluna deve representar um atributo, normalmente numérico ou categorico, asso-
ciado a essa instancia. Esse processo também € conhecido como vetorizacdo, pois efetivamente
transforma cada instancia em um vetor em espaco n- dimensional, onde n € o nimero de atributos
considerados para a constru¢do do modelo. No caso de uma tarefa de aprendizado supervisio-
nado, como € a deste trabalho, cada instancia possui também uma varidvel alvo, que o modelo
tenta prever.

Para gerar uma representacao unica de cada aluno, € necessario que cada atributo represente
um aspecto diferente do desempenho académico do aluno e que a varidvel alvo seja o atributo
relativo a situagdo da matricula do aluno. Os dados disponiveis de cada aluno foram listados na
Tabela 1.

Uma possivel estratégia seria utilizar a nota dos alunos em todas as disciplinas cursadas.
Entretanto, essa abordagem nao foi utilizada devido a dois problemas. O primeiro € o conjunto de
dados esparsos (com vdrios atributos sem valores), pois alunos dos diferentes cursos de Engenha-
ria cursam disciplinas diferentes e algumas disciplinas ndo sdo obrigatdrias para todos os alunos.
Além disso, alunos dos primeiros periodos teriam valores nulos para todas as disciplinas dos proé-
ximos periodos. Para tratar esse problema, seria necessdrio usar alguma técnica para preencher
os valores nulos, o que geraria grande ruido para alunos dos primeiros periodos. O segundo pro-
blema € o vazamento de informacdes, pois 40% dos alunos que evadem ndo chegam a completar o
primeiro periodo, e acrescentar atributos dos demais periodos com notas vazias poderia evidenciar
como um aluno que vai evadir e enviesar o modelo.
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Assim, as informacdes usadas serdo somente referentes ao desempenho do aluno no pri-
meiro periodo: o coeficiente de rendimento, a nota e o resultado em cada disciplina. Enquanto o
coeficiente de rendimento pode ser incluido diretamente como um atributo, os demais devem ser
de alguma forma resumidos para serem considerados como atributos, para evitar a criacdo de um
conjunto de dados esparsos. Para condensar o desempenho do aluno em uma métrica (diferente
do coeficiente de rendimento), foi criado o atributo aproveitamento, que representa a proporcao
de disciplinas aprovadas no primeiro periodo, ou seja, a relacio entre o numero de aprovagdes € o
nimero de disciplinas inscritas.

Figura 4: Comparacao entre as distribui¢oes de notas no 1° periodo de alunos formados e evadidos..
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A Figura 4 mostra que, entre as disciplinas do primeiro periodo, aquelas que apresentam a
maior diferenca entre as distribui¢des de notas de alunos formados e evadidos sdo Célculo I e Fi-
sica I, especialmente em relacdo aos valores médios. Por isso, somente as notas dessas disciplinas
no primeiro periodo serdo consideradas como atributos para a constru¢do do modelo.

Assim, o conjunto de dados final usado para a construcdo do modelo serd composto por
10 atributos. Quatro deles sdo criados a partir dos resultados dos alunos nas disciplinas do pri-
meiro periodo, enquanto os demais se referem ao periodo pré-admissdo do aluno e sdo extraidos
diretamente da base de dados. A Tabela 2 lista os atributos finais apds essa etapa.

A decisao de utilizar esses atributos foi baseada na ideia de que o desempenho inicial em
disciplinas fundamentais, como Célculo I e Fisica I, pode ser um indicador da adaptag¢do do aluno
ao curso de engenharia. Como essas disciplinas envolvem habilidades matemaéticas e raciocinio
16gico, dificuldades nelas podem sinalizar desafios académicos que influenciam a permanéncia
no curso. Além disso, o modelo também inclui atributos relacionados ao desempenho prévio dos
alunos no ENEM, conforme listado na Tabela 2. A junc¢ao desses dados permite uma andlise mais
abrangente, considerando tanto o histérico académico antes do ingresso na universidade quanto o
desempenho inicial no curso. Essa abordagem busca identificar padrdes que possam auxiliar na

1236



Chagas, P. A. et al. RBIE v.33 — 2025

Tabela 2: Atributos utilizados na constru¢do dos modelos.

Atributo Descricao

nota_humanas Nota da prova de Ciéncias Humanas do ENEM
nota_linguagem  Nota da prova de Linguagem do ENEM
nota_matematica Nota da prova de Matematica do ENEM

nota_natureza Nota da prova de Ciéncias da Natureza do ENEM
nota_redacao Nota da prova de Redacao do ENEM

cr Coeficiente de rendimento do aluno em no primeiro periodo
aproveitamento  Taxa de aprovagdo nas disciplinas do primeiro

nota_fis_1p Grau do aluno no primeiro periodo na disciplina de Fisica I
nota_calc_lp Grau do aluno no primeiro periodo na disciplina de Calculo I

predi¢cdo da evasdo e na implementacao de estratégias preventivas.

Por fim, foi observado durante essa etapa que 101 alunos aparecem sem registros, sendo
assim a base de dados ficou com 659 alunos, uma vez que os 692 alunos ativos também foram
removidos, como informado na secao anterior.

4.3.2  Tratamento de valores faltantes

Alguns atributos possuem valores faltantes. A auséncia dessas informacdes impacta no desempe-
nho do algoritmo e precisa ser avaliada. A Tabela 3 apresenta o nimero de dados faltantes para
cada atributo.

Tabela 3: Nimero de dados faltantes por atributos.

Atributo Dados faltantes
nota_humanas 52
nota_linguagem 52
nota_matematica 16

nota_natureza 52
nota_redacao 16
cr 0
aproveitamento 0
nota_fis_1p 150

nota_calc_Ip 102

As estratégias de tratamento de valores nulos utilizadas foram: (i) imputacdo da mediana;
e (i1) imputacdo pelo algoritmo de agrupamento KNN. A mediana € uma técnica robusta contra
outliers, garantindo que os valores imputados nio sejam influenciados por extremos. Ja o KNN,
que leva em conta a similaridade entre observagdes, considera a suposi¢cdo de proximidade entre
os pontos e pode resultar em uma melhor estimativa dos valores ausentes.
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4.3.3 Normalizagdo das escalas dos atributos

Neste estudo, foi usado o algoritmo StandardScaler da biblioteca scikit-learn, que converte os
valores de um conjunto de dados para uma escala comum, método chamado de scaling. Os valo-
res resultantes sdo chamados de “dados padronizados” ou “normalizados”, com média O e desvio
padrdo 1. O scaling costuma melhorar o tempo de convergéncia do modelo a solucdo e sua capa-
cidade preditiva (Raju et al., 2020). Essa abordagem foi aplicada a todos os atributos do conjunto.

4.4 Modelagem

Na etapa de modelagem, o principal objetivo é encontrar a combina¢do de modelo e conjunto de
hiperparametros que demonstre o melhor desempenho para o problema estudado.

4.4.1 Selecdo dos modelos

Foram escolhidos 3 algoritmos de classificacdo que diferem em complexidade e abordagem, de
modo a obter diferentes perspectivas do problema. Os modelos escolhidos foram:

* Regressao Logistica
« Arvore de decisdo
» eXtreme Gradient Boosting (XGBoost)

A regressido logistica € um modelo linear, portanto é menos flexivel e pode ndo ser capaz de
capturar relagdes complexas nao lineares nos dados (Izbicki & dos Santos, 2020). O modelo de
arvore de decisdo, por outro lado, é ndo-linear e pode capturar uma gama mais ampla de padrdes
nos dados. Entretanto, essa flexibilidade também pode tornar a drvore de decisd@o mais suscetivel
ao overfitting, especialmente se a arvore for muito profunda (com muitos niveis de nds de decisdo).

Em geral, a regressao logistica € um bom ponto de partida para tarefas de classificagcdo, pois
¢ um algoritmo simples e rdpido de treinar. Por outro lado, embora as drvores de decisdao possam
ser mais poderosas, sua eficicia pode depender fortemente da escolha de hiperparametros, e elas
podem exigir mais esfor¢o para otimizar e interpretar (Hastie et al., 2009).

Ja o XGBoost, por ser uma implementacao de um algoritmo ensemble, que combina as
previsoes de multiplas arvores de decisdo simples e criadas sequencialmente tentando melhorar a
previsdo da anterior, consegue ser mais preciso que drvores de decisao unicas. Entretanto, devido
ao seu maior poder preditivo, caso ndo tenha sua complexidade limitada, € um modelo bastante
propenso ao overfitting (Mienye & Sun, 2022).

4.4.2 Otimizacdo dos hiperpardmetros

Para a otimizacdo dos hiperpardmetros e selecdo dos melhores modelos de cada algoritmo, foi
utilizada a biblioteca Optuna (Diaz-Pace et al., 2022), que recentemente se tornou a implementa-
cdo de técnicas de otimizacao preferida da comunidade open source, devido a sua versatilidade,
velocidade e eficiéncia em encontrar solugdes 6timas quando comparada a outros algoritmos oti-
mizadores (Banachewicz & Massaron, 2022; Shekhar et al., 2021).
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Utilizando a biblioteca Optuna, foi escolhida uma estratégia de amostragem bayesiana im-
plementada pela abordagem TPE - Tree-structured Parzen Estimator (Banachewicz & Massaron,
2022; Bergstra & Bengio, 2012), visto que o espaco de busca deste problema € bastante com-
plexo, especialmente devido ao algoritmo XGBoost, que possui multiplas vezes a quantidade de
hiperparametros dos outros dois modelos.

Para a construcao dos modelos, foram exploradas diferentes combinagdes entre algoritmos,
estratégias de imputacdo de valores faltantes e ajustes de hiperparametros. Trés algoritmos de
classificacdo foram considerados: Regressdo Logistica, Arvore de Decisio e XGBoost. Para o
tratamento de valores ausentes nos dados, duas estratégias foram testadas: imputacdo pela medi-
ana e imputacio baseada no algoritmo KNN.

Cada algoritmo teve seus principais hiperparametros ajustados com o objetivo de encontrar
a melhor configuracdo de desempenho. No caso da Regressao Logistica, foram ajustados os para-
metros penalty, que define o tipo de regularizacdo aplicada, e C, que controla a intensidade dessa
regularizacdo. Para o algoritmo de Arvore de Decisdo, os hiperparimetros considerados incluiram
criterion (critério utilizado para divisd@o dos nds), max_depth (profundidade méxima da drvore),
min_samples_split (nimero minimo de amostras exigido para dividir um ndé) e min_samples_leaf
(quantidade minima de amostras em cada n6 folha).

O algoritmo XGBoost, por sua vez, teve uma gama mais ampla de hiperparametros anali-
sados, incluindo: eval_metric (métrica de avaliacdo), n_estimators (nimero de arvores a serem
construidas), learning_rate (taxa de aprendizado), max_depth (profundidade méxima das arvo-
res), max_delta_step (valor maximo de atualizacdo permitido por né), alpha e lambda (termos
de regularizacdo L1 e L2, respectivamente), gamma (ganho minimo necessdrio para realizar uma
divisdao), min_child_weight (peso minimo exigido para divisao de um né), colsample_bytree (pro-
por¢do de atributos utilizada por drvore), subsample (propor¢do de amostras utilizadas por drvore)
e grow_policy (estratégia de crescimento das arvores).

A combinagdo dessas abordagens permitiu a avaliagdo de um espago de busca robusto, ba-
lanceando simplicidade, capacidade de generalizacdo e complexidade computacional. Esse deta-
lhamento metodolégico visa favorecer a reprodutibilidade do experimento e facilitar sua aplicacao
em estudos semelhantes.

Para encontrar a solu¢io deste problema de otimizagdo, a métrica utilizada para avaliacdo
do modelo foi o valor de area debaixo da curva ROC, AUC. Sendo a fung@o objetivo o valor médio
desta métrica resultante da validagdo cruzada com 5 folds para cada combinag¢do de hiperparame-
tros. Além disso, para este processo foi utilizada uma amostra aleatéria contendo apenas 80% dos
dados do conjunto inicial, sendo os 20% restantes reservados para a inferéncia do desempenho
final dos modelos.

O caso estudado neste trabalho é um problema de classificacdo desbalanceado, no qual a
quantidade de exemplos de cada classe da varidvel objetivo ndo é a mesma (ver Figura 1). Isso
pode ser um problema para a maioria dos algoritmos de aprendizado de maquina, que podem ser
tendenciosos a prever desproporcionalmente instancias da classe majoritaria (Kuhn & Johnson,
2013). Para lidar com este problema, uma abordagem comum ¢ utilizar estratégias de balance-
amento por amostragem, como inclusdo de amostras repetidas ou sintéticas (oversampling) ou
exclusdo do excesso de instancias na classe majoritaria (undersampling). Entretanto, ambas as
estratégias ja apresentaram problemas, principalmente em conjuntos de dados relativamente pe-
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quenos ou com ruidos, ou quando sdo empregadas estratégias de imputacao de valores nulos (Le
et al., 2019; Zhihao et al., 2019).

Dessa forma, optou-se por uma estratégia mais simples, mas que produz resultados simila-
res, sem os potenciais pontos negativos das técnicas de balanceamento por amostragem: atribuicdao
de pesos inversamente proporcionais a quantidade de instancias de cada classe. Desta forma, é
atribuida uma importancia inferior as informagdes obtidas das instancias da classe majoritdria,
alterando assim a funcdo de perda do algoritmo. Para isso, em cada algoritmo foi incluido um
hiperparametro fixo de atribuicdo de pesos (class_weight = "balanced’), o que € feito usando as
opcdes do scikit-learn.

4.5 Etapa 5: Avaliacao

Para avaliar o desempenho dos modelos de regressao logistica, arvore de decisdao e XGBoost apos
a etapa de otimizacdo, foram usadas as métricas AUC, F1-Score, precisdo e revocacdo, assim
como métodos de avaliacao grafica.

Usando o procedimento de escolha de limiar de decisdo, foram selecionadas as probabi-
lidades de evasdo acima das quais cada modelo classifica o aluno como “evadido”. Assim, a
capacidade de generalizacdo dos modelos foi avaliada a partir da comparac@o de suas previsoes
com o resultado real dos alunos no conjunto de dados de teste.

E importante destacar que o presente estudo apresentou diversas limitagdes, como a baixa
variedade dos atributos utilizados, a alta colinearidade entre os atributos e a qualidade dos dados
utilizados. No entanto, acredita-se que os resultados deste trabalho sdo relevantes e podem ser
generalizados para as turmas seguintes que ingressardo nos cursos de Engenharia no Instituto
Politécnico da Universidade Federal do Rio de Janeiro.

5 Resultados

Na etapa de otimizagdo de hiperpardmetros, foram encontradas as combinacdes de hiperparame-
tros e processos de tratamento dos dados que retornaram o melhor valor de 4rea debaixo da curva
ROC (AUC). Essa métrica foi escolhida por ser estatisticamente robusta, principalmente frente a
problemas de classificacdo desbalanceados. Nos trés casos, a estratégia de imputacao de valores
nulos que retornou os melhores resultados foi a utilizacdo do algoritmo KNN, sendo que, para os
algoritmos da arvore de decisdo e XGBoost foram considerados os valores de trés vizinhos mais
proximos e para a regressao logistica de dez vizinhos mais proximos.

A Tabela 4 contém a avaliacdo do desempenho do melhor modelo de cada algoritmo. Estes
resultados apontam que os trés modelos escolhidos apresentaram desempenhos similares, com
apenas alguns centésimos de diferenga entre si e com intervalos de confianga equivalentes. Nota-
se, no entanto, que o modelo da drvore de decisdo apresenta médias de desempenho inferiores aos
dois outros modelos.

A Figura 5 mostra as curvas de aprendizado dos algoritmos utilizando a funcdo learning_curve
da biblioteca scikit-learn. Observa-se que o modelo da drvore de decisdo apresenta consideravel
variancia, evidenciada pela distancia entre as curvas de treino e validacao, além de um movimento
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Tabela 4: Resultados dos modelos otimizados.

AUC F1-Score Precisao Revocacao
Reg. Logistica  0.800+£0.065 0.753+0.053 0.7334+0.057 0.733+£0.057
Arv. de Decisdo 0.753+£0.053 0.685+0.069 0.6814+0.052 0.679+0.054
XGBoost 0.811£0.061 0.7224+0.066 0.7214+0.059 0.721+0.059

ruidoso, indicando dificuldade do modelo de aprender os padrdes contidos nos dados apresenta-
dos. Entretanto, percebe-se que, caso houvesse uma maior quantidade de dados, o desempenho
do modelo continuaria a melhorar.

Figura 5: Curvas de aprendizado dos melhores modelos.
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O modelo XGBoost também apresenta certa variancia, evidenciada pela distancia entre as
curvas de treino e validacdo. Esse gap sugere que o modelo ainda ndo atingiu seu desempenho
ideal na validagdo, o que pode indicar uma convergéncia mais lenta em comparacdo com a arvore
de decisdo. Esse comportamento € esperado, dado que o XGBoost é um modelo mais complexo,
baseado em um conjunto de arvores construidas de forma sequencial, cada uma corrigindo os
erros da anterior. Essa complexidade, aliada a regularizacido incorporada no modelo, torna seu
aprendizado mais controlado e, por vezes, mais lento.

Contudo, observa-se que o0 XGBoost apresenta um comportamento mais estavel, com menor
oscilagdo entre diferentes execugdes, o que € uma vantagem relevante para problemas com varia-
bilidade nos dados. A tendéncia da curva de aprendizado do modelo indica que, com o aumento
da quantidade de dados de treino, a diferenca entre as curvas tende a diminuir. Isso ocorre porque
mais dados permitem uma generalizacdo melhor do modelo, reduzindo o sobreajuste e permi-
tindo que os padrdes relevantes sejam aprendidos com mais robustez. Além disso, a ampliacao da
base pode tornar mais efetivas as técnicas de regularizacdo do XGBoost, contribuindo para uma
convergéncia mais eficiente e precisa.

Ja no caso da regressdo logistica, observa-se um comportamento praticamente ideal de uma
curva de aprendizado: as curvas de treino e validacao convergem simultaneamente a um mesmo
valor da métrica de desempenho, com baixa variancia.

Dessa forma, considerando apenas a curva de aprendizado, conclui-se que, dentre os mo-
delos utilizados, a regressdo logistica seria o mais apropriado para o problema em questdo, com
a Unica ressalva de que, caso o algoritmo do XGBoost tivesse acesso a mais dados, é provavel
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que seu desempenho superasse o da regressao logistica. Isto é de se esperar, dado o maior poder
preditivo do XGBoost, capaz de extrair padroes mais complexos (ndo lineares, por exemplo), dos
dados.

5.1 Escolha do Limiar de Decisao

A maioria dos modelos de classificacdo retorna como resultado de suas previsdes um conjunto
contendo a probabilidade de cada instancia pertencer a cada uma das classes possiveis. Neste
caso, como se trata de um problema de classificacdo bindria, a probabilidade de uma instancia
pertencer a uma determinada classe é complementar a da classe oposta; assim, instancias com
probabilidade de pertencer a classe positiva igual ou superior a 0.5 sdo classificadas como posi-
tivas, caso contrario, como negativas. Entretanto, a distribui¢do desigual de probabilidade para
dados desbalanceados faz com que os modelos tendam a prever mais instancias da classe majori-
taria, porque tém mais dados dessa classe. Dessa forma, segue que a escolha de 0.5 como limiar
de decisdo ndo € suficiente para a garantia do melhor desempenho do modelo, sendo necessdria a
selecdo de um limiar de decisdo que permita o melhor desempenho de cada modelo.

Para a escolha dos limiares de decisdo, foi utilizada a biblioteca ghostml, que implementa
o método GHOST (Generalized tHreshOld ShifTing Procedure), apresentado por Esposito et al.
(2021). Como métrica de avaliagdao de desempenho, foi utilizada a distincia entre cada ponto da
curva ROC e o canto superior do grafico, ponto (0,1), que representa o desempenho de um modelo
ideal. Dessa forma, para cada modelo e cada subconjunto de dados, € escolhido o limiar de decisao
relativo ao ponto da curva ROC que mais se aproxima do canto direito do grafico. Como resultado
do procedimento, obtiveram-se os limiares de decisdo que serdo utilizados nas previsoes finais dos
modelos.

Tabela 5: Limiares de decisao obtidos pelo procedimento GHOST.

Modelo Limiar de decisao
Regr. Logistica 0.51
Arvore de Decisdo 0.36
XGBoost 0.42

5.2 Previsoes no conjunto de teste

Os limiares de decisdo presentes na Tabela 5 foram utilizados para classificar as previsdes dos
modelos em relacdo aos dados do conjunto de teste, composto por 132 instancias nao utilizadas
em nenhum momento anterior. As previsdes dos modelos em relacdo ao conjunto de teste foram
organizadas em matrizes de confusido, como mostra a Figura 6.

Ao comparar as matrizes de confusdo dos diferentes modelos, foi observado que todos apre-
sentaram desempenho semelhante, o que era esperado, considerando a proximidade de seus resul-
tados no conjunto de dados de treinamento. O modelo de regressdo logistica obteve um nimero
ligeiramente superior de verdadeiros positivos, classificando corretamente 53 alunos evadidos, um
a mais que os demais modelos. A comparacdo dos desempenhos dos modelos utilizando outras
métricas de avaliac@o estd disponivel na Tabela 6. Estes resultados confirmam o desempenho
observado durante o treinamento.
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Figura 6: Matrizes de confusio relativas as previsdes dos modelos para as amostras do conjunto de teste.

Regressao Logistica Arvore de Decisao XGBoost

Formado Formado Formado

- 35
- 35

- 30

True label
True label
True label

- 30
- 25
Evadido Evadido Evadido L 20
- 20
- 15

| 15

Formado Evadido Formado Evadido Formado Evadido
Predicted label Predicted label Predicted label

Tabela 6: Resultados dos modelos para o conjunto de dados de teste.

Modelo AUC F1-Score Precisaio Revocacio
Regressao Logistica 0.805 0.752 0.735 0.697
Arvore de Decisio  0.759  0.732 0.712 0.684
XGBoost 0.803  0.748 0.735 0.684

A fim de melhor entender o funcionamento dos modelos em fun¢do do impacto de cada
atributo nas suas previsoes, foram utilizadas técnicas para cdlculo de importancia de atributos,
especificas aos modelos. O resultado pode ser visto na Figura 7.

Figura 7: Importancias de atributos intrinsecas aos modelos.

Regressao Logistica (absoluto) Arvore de Decisao XGBoost
aproveitamento aproveitamento aproveitamento
nota_fis_1p nota_fis_1p cr_acumulado
nota_natureza nota_natureza nota_calc_1p
nota_matematica - nota_matematica . nota_fis_1p -
nota_calc_1p - nota_redacao l nota_matematica -
cr_acumulado - cr_acumulado I nota_redacao -
nota_humanas nota_linguagem nota_humanas
nota_redacao nota_humanas nota_linguagem
nota_linguagem nota_calc_1p nota_natureza
0.0 0.5 1.0 0.0 0.2 0.4 0.6 0.00 0.05 010 015 0.20

Como pode-se observar na Figura 7, o atributo aproveitamento ¢ o mais importante para
os 3 modelos, indicando que os alunos com baixo aproveitamento no primeiro periodo t€m altas
chances de evadir do curso. Para os modelos de regressao logistica e drvore de decisdo, os atributos
mais importantes depois do aproveitamento sdo nota em fisica 1 e nota em ciéncias da natureza. E
interessante observar que a nota em ciéncias da natureza engloba a disciplina de fisica do ensino
médio, e essas duas notas podem indicar o aluno com dificuldades nessa 4rea especifica, o que
impacta no seu desempenho nos cursos de Engenharia.
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6 Discussao

Este estudo representa uma contribuicdo as iniciativas da Universidade Federal do Rio de Janeiro
no combate a evasao universitdria. A utilizacdo de técnicas de ciéncia de dados e aprendizado
de mdaquina para prever o risco de evasdo e compreender melhor o desempenho dos estudantes
fornece uma visdo mais profunda sobre o fendmeno.

A andlise dos dados revelou um alto indice de evasdo nos primeiros 11 anos dos cursos de
Engenharia, sendo um nimero 73% maior que a quantidade de alunos formados e que grande
parte dos alunos das Engenharias evadem nos primeiros periodos, sendo 75% até o 3° periodo e
40% ainda no primeiro periodo, o que representa uma possibilidade de reaproveitamento dessas
vagas. Além disso, quando comparados aos resultados da andlise de sobrevivéncia de alunos feita
por Klitzke e Carvalhaes (2023), nota-se que a taxa de evasdao dos alunos em Macaé € superior
aquela da universidade na totalidade, o que pode ser explicado pelo fato de ser um campus no
interior do estado. Essa explicacdo € confirmada no trabalho de da Silva (2023) que indica relatos
sobre a dificuldade em custear o transporte intermunicipal diariamente.

Os resultados da modelagem indicam que os atributos relacionados ao desempenho do aluno
no primeiro periodo impactam sua probabilidade de evasdo de forma mais significativa do que os
atributos pré-matricula. Em especial, o atributo “aproveitamento”, que mede a taxa de aprovacao
nas disciplinas do primeiro periodo, foi o atributo que mais contribuiu com as previsoes de todos os
modelos desenvolvidos. Além disso, as notas de fisica 1 e de ciéncias da natureza também foram
importantes para dois dos trés modelos construidos, indicando que essa € uma drea que impacta
na evasao dos alunos, quando eles ndo possuem uma boa base, o que também foi identificado nos
achados de da Silva (2023), onde ¢ dito que os estudantes chegam a universidade com "lacunas
conceituais decorrentes de uma formacao educacional basica deficiente".

As anélises realizadas neste trabalho podem servir de guia para um melhor aproveitamento
das vagas ao observar quando o aluno evade, assim como servir de referéncia para possiveis futuras
politicas de combate a evasdo implementadas pela universidade. No entanto, é importante destacar
que as correlacdes identificadas neste estudo ndo sdo causais, e € necessdria mais pesquisa para
compreender completamente as interagdes complexas que influenciam a evasao escolar.

Este estudo considerou apenas atributos de desempenho académico. Existem outros tipos
de atributos que também podem influenciar o risco de evasdo, como dados socioecondmicos,
culturais e comportamentais. Incluir esses aspectos em andlises descritivas e preditivas aumentaria
a confiabilidade e a aplicabilidade dos resultados. A base de dados administrativos e académicos
da UFRIJ é rica e pode ser usada e integrada na tomada de decisio.

Em relacdo ao desempenho dos modelos, o modelo baseado em regressao logistica foi o
mais apropriado para o problema em questiao, com AUC 0,805, com a unica ressalva de que, caso
0 XGBoost tivesse acesso a mais dados, € provavel que seu desempenho superasse o da regressao
logistica.

Concluindo, este estudo fornece uma base solida para trabalhos futuros no campo do Le-
arning Analytics. O potencial de usar o aprendizado de maquina para prever o risco de evasio e
compreender melhor o desempenho dos alunos € enorme para aperfeicoar os resultados educacio-
nais e aumentar a realizacao dos alunos.
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Estudos futuros podem se concentrar no desenvolvimento de modelos mais sofisticados e
na inclusdo de fontes adicionais de dados, como informacdes demogréficas dos estudantes ou
feedback dos professores, para aumentar a acuricia e a interpretabilidade das previsdes. Além
disso, é importante considerar o impacto de intervencdes especificas na redugdo do risco de evasao
escolar. A implementacdo do modelo e a criagdo de um painel de monitoramento do desempenho
dos alunos e do modelo sdo outras medidas recomendadas.

E crucial lembrar que, ao trabalhar com anélise de dados e aprendizado de méquina, a go-
vernanga e a privacidade dos dados sdo fundamentais para garantir a seguranca dos dados.
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