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Abstract
The increasing complexity of AI-based systems poses significant challenges in software engineering education, re-
quiring an integrated approach that combines AI techniques with software development methodologies. Traditional
educational models often fail to bridge this gap, limiting students’ ability to apply theoretical knowledge to real-
world AI-driven software solutions. This paper proposes the design of an Academic Software Factory (ASF) tailored
for AI-based systems development within undergraduate software engineering education. The proposed ASF inte-
grates Competency-Based Learning, Bloom’s Taxonomy, and Agile Scrum methodologies to provide a structured and
industry-aligned learning experience. The ASF framework is developed through a four-phase methodology: (i) iden-
tifying characteristics and roles in AI-based system development, (ii) designing the ASF curriculum, (iii) defining a
teaching methodology aligned with AI-specific software engineering challenges, and (iv) evaluating the ASF design
through expert validation. A survey was conducted with ten professors specializing in software engineering and AI for
preliminary validation. The feedback highlighted the ASF’s potential to enhance educational outcomes, suggesting
refinements such as assigning specialist roles to faculty members, reducing redundancy in pre-existing content, and
emphasizing developing and presenting a minimum viable product as a key learning outcome.
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1 Introduction

In academia, a software factory provides a collaborative environment where students work on real-
world projects, using systematic production methods to design, develop, and test software com-
ponents in controlled environments, enhancing productivity and integrating diverse development
practices (X. Wang et al., 2014). Establishing a software factory dedicated to intelligent systems
in undergraduate computing presents a unique opportunity. Such a factory can serve as a practical
training ground for students, enabling them to gain hands-on experience with cutting-edge tech-
nologies and methodologies. By simulating real-world development environments, a software fac-
tory can bridge the gap between theoretical knowledge and practical application, better-preparing
students for industry demands (Tvedt et al., 2001).

Developing intelligent systems that employ artificial intelligence (AI) involves addressing
numerous challenges, primarily from their complexity and the integration of diverse technologies.
These challenges encompass (i) defining requirements for systems that learn and adapt, (ii) mod-
eling systems to accommodate dynamic and uncertain environments, (iii) selecting suitable algo-
rithms from a wide range of artificial intelligence techniques, (iv) managing and pre-processing
large datasets critical for effective algorithm development; (v) employing testing methods to en-
sure reliability and performance; and (vi) maintaining infrastructure, which often requires high-
performance computing resources and specialized hardware, thereby increasing complexity.

For software engineering students, the challenge lies in the growing need to integrate knowl-
edge from traditionally separate disciplines. Students often face difficulties applying software
development methodologies into AI-based systems due to their unique characteristics. This is
mainly because there are few well-established techniques for the stages of the software devel-
opment lifecycle for AI-based systems, and those that do exist have yet to be widely known
(Martínez-Fernández et al., 2022).

The absence of a dedicated curriculum for developing software products that utilize AI al-
gorithms further exacerbates these difficulties. Students often need more opportunities to apply
software engineering principles in the context of AI, making it challenging to bridge the gap be-
tween theoretical knowledge and practical application. In response to this, this paper proposes the
design of an Academic Software Factory (ASF) tailored for AI-based systems within the course
for a Bachelor’s Degree in Software Engineering. We use the Action Research cycle (Thiollent,
2005) to assist the ASF, provide students with hands-on experience, and equip them with the skills
to integrate AI techniques and software development methodologies, thereby creating robust AI-
based systems.

We surveyed ten professors with software engineering and artificial intelligence expertise
for preliminary validation of the ASF proposal and obtained feedback. The feedback was pos-
itive, highlighting the potential of the factory to improve educational outcomes. The professors
suggested a more streamlined process, including i) considering some professors/tutors of the dis-
cipline as specialist roles and emphasizing ii) reducing content in subjects that have already been
seen during graduation, and iii) creating and presenting a minimum viable product at the end of
the course.

Overall, the contributions of the present paper can be summarized into the following points:
i) Design of an Academic Software Factory for AI-based systems development integrating Competency-
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Based Design, Bloom’s Taxonomy, and Scrum; ii) Definition of roles and responsibilities in AI-
based software teams; iii) Formulation and development of a curriculum aligned with industry and
academic needs; and (iv) Empirical validation through expert evaluation.

The remainder of this paper is structured as follows: Section 3 presents related works, high-
lighting existing approaches to software factories and their applications in education. Section 4
details the design of the proposed Academic Software Factory, including its curriculum, method-
ology, and role definitions. Section 5 discusses the results obtained from the evaluation conducted
with experts, providing insights into the ASF’s effectiveness and areas for improvement. Finally,
Section 6 presents concluding remarks and future research directions.

2 Background

2.1 Software Factory

In the literature, various definitions of Software Factory highlight its structured and process-
oriented nature. A Software Factory is an environment where software development activities
follow predefined processes, incorporating best practices from industrial manufacturing, such as
standardized workflows, quality models, compliance with schedules, and structured deliveries
(Borsoi, 2008). These concepts are closely related to software product lines, domain-specific
languages, specialized computational tools, and standardized processes, ensuring efficiency and
repeatability in software production.

Beyond its industrial applications, the Software Factory model can be adapted for educa-
tional settings, integrating theoretical knowledge with practical experience. In academia, a Soft-
ware Factory serves as an educational environment where students engage in real-world software
development challenges, reinforcing their learning through hands-on application. Ahmad et al.,
2014 describe Software Factories as testbeds for software engineering ideas and sources for sci-
entific research on software development. Additionally, they emphasize their role as educational
vehicles for universities, where the artifacts produced not only enhance student learning but also
serve as instructional materials, fostering collaboration between academia and industry.

An example can be found in Tvedt et al., 2001, which proposed a model that integrates
traditional computer science coursework with experience-based learning in a Software Factory
environment, where students actively participate in real software development projects. Their
approach immerses students in all roles of the software development lifecycle, allowing them to
gain practical experience as requirements analysts, developers, testers, and project managers. This
structure prepares students for industry demands, ensuring they develop both technical expertise
and project management skills while working in team-oriented settings. By adopting the Software
Factory model, students gain hands-on experience in a controlled, structured, and collaborative
environment, where they can apply software engineering methodologies, explore innovative ap-
proaches, and develop industry-relevant competencies.

Also, to keep pace with technological advancements, particularly in artificial intelligence,
the Software Factory model must evolve to address the unique challenges of intelligent systems
development. The increasing integration of AI into software solutions has created a demand for

1569



Souza et al. (2025) RBIE v.33 – 2025

Intelligent Systems Factories (ISFs) to provide students with practical experience in designing,
training, and deploying AI-driven applications. While traditional Software Factories emphasize
standardized workflows and engineering best practices, an ISF must incorporate data-driven ex-
perimentation, model optimization, and continuous learning, reflecting AI-based development’s
iterative and adaptive nature.

In addition to conventional software engineering roles, an intelligent systems factory re-
quires AI specialists, data scientists, and domain experts, fostering interdisciplinary collaboration
essential for AI-driven innovation. Ethical considerations such as algorithmic bias, transparency,
and responsible AI deployment must also be embedded into the development lifecycle.

2.2 AI-based system

Artificial Intelligence is the branch of computer science that focuses on creating mechanisms
capable of executing tasks typically performed by humans, and it includes subfields with different
goals (Anthes, 2017). However, in this work, we will address intelligent agents, evolutionary
computing, and pattern recognition due to their versatility in solving complex problems and for
being widely used successfully in various domains as (Jiang et al., 2020; Kaswan et al., 2022) and
(Z. Wang et al., 2022; Zhou et al., 2022) and (Li et al., 2020; Xie et al., 2023).

Intelligent agents are systems capable of observing the environment and acting autonomously
to meet their designed objectives, demonstrating planning and decision-making behaviors (Bart-
neck et al., 2021). Evolutionary computing is a subfield inspired by biological evolution and
employs techniques such as genetic algorithms to solve complex optimization problems through
genetic operators (Russell & Norvig, 2020). Machine Learning enables systems to learn from
data, improve through experience, and make decisions without being explicitly programmed for
each task (Russell & Norvig, 2020) and (Bishop, 2006).

For the software engineering context, an artificial intelligence-based system is a technol-
ogy that can be 1) an intelligent component developed in software; 2) an intelligent service that
provides some resource to one or more software; 3) an entire software of AI or 4) an AI em-
bedded in hardware devices accessed by software (Bartneck et al., 2021) (Figure 1). Intelligent
Systems find applications across diverse domains such as healthcare, where they might predict
patient outcomes, in finance for fraud detection, or in autonomous vehicles for navigating and
making real-time decisions.

Although intelligent systems have unique characteristics and capabilities, their development
follows the conventional software development lifecycle, encompassing problem identification,
requirements gathering, modeling, design, implementation, testing, and maintenance. Nonethe-
less, it is crucial to recognize the distinctive requirement for algorithm development and validation
inherent to each AI subfield. Intelligent systems rely heavily on specialized algorithms, each with
its unique pipeline.

In a simplified way, intelligent agents often follow a pipeline that includes modeling, de-
veloping, and validating the perception of the environment, interpretation of the perceived data,
decision-making based on rules, and acting upon those decisions. In evolutionary computation,
the pipeline starts with modeling the problem as a search problem, choosing a structure to repre-
sent candidate solutions, and creating fitness functions. An algorithm can be developed from these
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Figure 1: Types of AI-based systems.

essential elements, and an experimental analysis can be performed. Finally, pattern recognition
pipelines generally begin with data collection and pre-processing for training. Feature selection
or extraction is then performed for the learning task. A model is trained using this data, followed
by testing and validation to assess its performance.

It is essential to underscore that developing an intelligent algorithm for a specific domain
demands an experimental study reflective of the intricate nature of the problems. Therefore, an
in-depth experimental analysis is crucial for assessing the algorithm’s efficacy and adaptability
across diverse situations.

2.3 Bloom’s taxonomy

Bloom’s Taxonomy consists of a hierarchical set of categories that describe different types of
cognitive learning, widely used across various fields of education. Created in 1956 by Benjamin
Bloom and his collaborators, it serves as a tool providing a foundation for developing assessment
instruments and integrating simple skills to master more complex ones (Momen et al., 2022).
Bloom’s taxonomy, in its revised version Anderson and Krathwohl (2001), is composed of six
levels of cognitive learning organized in ascending order of complexity (Figure 2).

To achieve a cognitive objective at a higher level, it is implied that the objectives of the pre-
vious levels have been attained and mobilized. The base of the Bloom’s taxonomy —Remember-
ing—represents skills in which students must recall specific facts. The next level — Understand-
ing — represents skills in which students must grasp the meaning of instructional materials. At the
next level — Applying — students must use information in a new (but similar) situation to one they
have practiced in the past. At the Analyzing level, students must take apart and identify relation-
ships among the material that is known. At next to highest stage—Evaluating—students examine
information and make judgments. At the top of the Bloom’s taxonomy—Creating—Students use
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Figure 2: Bloom’s taxonomy levels.

information to create something new. Figure 3 presents Verbs grouped in Bloom’s taxonomy
levels revised by Anderson and Krathwohl (2001).

Figure 3: Verbs grouped by Bloom’s taxonomy levels.

Bloom’s taxonomy is probably the most widely used educational taxonomy for specifying
learning objectives in Computer Science (Masapanta-Carrión & Velázquez-Iturbide, 2017), and it
is even recommended in the ACM/IEEE curriculum (Ardis et al., 2015).
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2.4 Competency-based Design

Competency-based design is an approach that focuses on the development of skills and the mo-
bilization of knowledge. In this work, the definition of competence adopted by Scallon (2017) is
used, which refers to the “possibility, for an individual, of mobilizing an integrated set of resources
in an internalized manner to solve a family of problem-situations” (Roegiers & Ketele, 2001). In
other words, students are prepared to act in varied situations that resemble the daily life of the
profession or occupation learned through teaching and assessment methodologies that allow the
acquisition of these competencies.

In the competency-based design approach, three types of knowledge are distinguished: i)
declarative (or knowing), which corresponds to theoretical and formal knowledge, such as rules,
techniques, norms, etc.; ii) procedural (or know-how) which involves the appropriate combination
of knowledge and develops in the practice of the learned profession or occupation; and iii) condi-
tional (or know-being) which includes affective, social, and worldview aspects, such as autonomy,
critical thinking, creativity, collaboration, among others.

3 Related Works

This section reviews five studies on integrating software factories into educational curricula, em-
phasizing various methods to bridge the gap between theoretical knowledge and practical skills.
Chao and Randles (2009) discuss an Agile Software Factory at a university to enrich student
learning by combining community service with software engineering education. The initiative
addressed challenges like project sustainability by creating a project repository and involving stu-
dents in ongoing services. Courses included Agile methodologies, UML modeling, project plan-
ning, and customer interaction. Plans involve continuous assessments of community engagement,
project completion rates, customer satisfaction, expanding service-learning, and promoting Agile
practices through research and education.

Ahmad et al. (2014) aimed to identify factors impacting student learning, academic achieve-
ments, and professional skills within the Software Factory (SWF) environment. Using instruments
like the Computer Laboratory Environment Inventory and Attitude Towards Computers and Com-
puting Courses Questionnaire, supplemented with constructs for Kanban board and collaborative
learning, data were gathered via an online survey of master’s degree students. Findings showed
that SWF’s environment, cooperative learning, and Kanban board positively influenced learning
outcomes and skill development. Students reported high satisfaction, noting the course’s relevance
to future careers. The study concluded that SWF effectively prepares students for real-world soft-
ware engineering challenges, offering an impact learning environment.

The study conducted by Oliveira et al. (2017) aimed to assess the significance of an inter-
disciplinary software factory, explore innovative pedagogical methods to engage students in the
learning process, and identify the skills demanded by the industry. Their research involved an
exploratory survey with 104 participants, including IT professionals, educators, and students from
diverse educational institutions. Findings revealed that 96% of educators favored problem-based
learning as the most effective approach, while 88% of students perceived participation in a soft-
ware factory as advantageous to their education. Furthermore, 87% of professionals expressed
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concerns that educational institutions primarily impart theoretical knowledge, often failing to pre-
pare students for real-world challenges adequately.

The paper of Santos et al. (2021) reported on a teaching project conducted at the Federal
Technological University of Parana to integrate real-world software development into the Bach-
elor of Software Engineering curriculum. Over five months, professors and five students from
different semesters participated in the project, which aimed to bridge the gap between academic
learning and industry demands by simulating a software development environment. The project
followed Agile Scrum methodology, with bi-weekly sprints to incrementally develop the system.
The students reported that participating in the entire development process, from conception to fi-
nal product, and working with real clients helped them understand the complexities and demands
of professional software development.

The reviewed studies demonstrate the importance of Software Factories in educational set-
tings, focusing on their role in bridging the gap between theoretical knowledge and practical ex-
perience. Each study explores distinct methodologies, such as Agile practices (Chao & Randles,
2009), collaborative learning (Ahmad et al., 2014), and problem-based learning (Oliveira et al.,
2017), all of which contribute to improving students’ preparedness for the industry. As presented
in Table 1, unlike these works, the present research proposes an ASF for AI-based systems, ad-
dressing AI-specific development challenges such as algorithm training, data management, and
ethical considerations. While previous studies analyze the benefits of Software Factories in tradi-
tional software engineering education, our work extends this concept to intelligent systems devel-
opment, incorporating roles such as AI engineers, data scientists, and domain experts.

However, none of these studies specifically address the implementation of intelligent sys-
tems factories. A more comprehensive literature review is needed to confirm this gap and identify
potential opportunities for intelligent systems factories to bridge it, ensuring that educational prac-
tices evolve alongside software industry demands.

4 Academic Software Factory Project Design for AI-based Systems

We propose and evaluate the design of an ASF course for AI-based systems development in the
Software Engineering undergraduate from teachers’ perceptions regarding the curriculum, roles,
and methodology proposed for ASF conduction.

The primary motivation for applying the ASF concept to this course was to create an envi-
ronment closer to a real software development organization. Besides, the software factory char-
acteristics introduce some other advantages, e.g., students use their knowledge in a controlled en-
vironment (which allows teachers to track them more closely) and well-defined processes (which
ease the understanding of what should be done). Figure 4 presents the process adopted for the
Design of the ASF for AI-based systems development, divided into four phases, 11 activities, and
four results, one per phase.
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Table 1: Comparison of Related Works and the Proposed ASF.

Study Main Focus Educational Ap-
proach

Software Develop-
ment Focus

Empirical
Validation

Chao and Ran-
dles (2009)

Agile Software
Factory

Community
service + Agile
methods

Traditional soft-
ware projects

Project sus-
tainability,
user satisfac-
tion

Ahmad et al.
(2014)

Learning Out-
comes in SF

Collaborative
learning, Kanban

Traditional soft-
ware projects

Student feed-
back and per-
formance eval-
uation

Oliveira et al.
(2017)

Interdisciplinary
SF

Problem-based
learning, industry
engagement

Traditional soft-
ware projects

Survey with
students, ed-
ucators, and
professionals

Santos et al.
(2021)

Real-world
project experi-
ence

Scrum, client col-
laboration

Traditional soft-
ware projects

Qualitative
student feed-
back

Our Research AI-Based
Software Fac-
tory

Competency-
Based Learning,
Bloom’s Taxon-
omy, Scrum

AI-based systems Empirical
validation
through
expert evalu-
ation

4.1 Phase 1 - Identification of characteristics and roles in AI-based systems development

In this we comprehend the concepts and unique characteristics that define AI sub-areas, we turn
to the literature such as Russell and Norvig (2020) for Intelligent Agents (IA), Simon (2013) for
Evolutionary Computing (EC), and Bishop (2006) for Pattern Recognition (PR). We recognized
the need to understand these subfields more deeply, aim to generalize common activities and
address their unique distinctions at the software development level. The subfields and their focus,
goals, and examples are presented in Table 2.

Furthermore, we analyzed eight studies (Souza et al. (2024), Franch et al. (2023), Khuat
et al. (2023), Pei et al. (2022), Nahar et al. (2022), Deshpande and Sharp (2022), Barclay and
Abramson (2021) and Vogelsang and Borg (2019)) to identify the different roles and their collab-
orations during AI-based systems development process. Although the studies specifically address
RE activities for ML systems, we identify them as potential for the various types of AI subfields.
We analyzed these papers that address the team roles in AI-based system development and their
responsibilities (Table 3).

Based on the roles presented in Table 3, we decided to use the roles defined by Souza et al.
(2024) works once these roles are flexible and can become part of the development process based
on the characteristics of the AI-based system. Our vision aligns with agile software development
using Scrum because the leading roles are Product Owner, Scrum Master, and developers team
(Schwaber & Sutherland, 2020), and it is the most widely adopted agile methodology (Digital.ai,
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Figure 4: Methodology for design of the ASF for AI-based systems..

2023). Figure 5 illustrates the roles in AI-based systems development considering the Scrum
framework, their skills, and responsibilities defined in Souza et al. (2024) works.

4.2 Phase 2 - Academic Software Factory Design

The ASF was designed considering the context of the course “Software Factory for AI-based
system development’ offered to undergraduate students (6th semester) of Software Engineering
at University X. It will last one academic semester (16 weeks) and have a total workload of 320
hours, with 20 hours per week. The course intends to integrate the practical activities developed
by students (supported by professors) into the routine of AI-based systems development. This
scenario implies professors’ direct and effective participation in the planning, controlling, and
evaluating actions developed in ASF projects.

ASF should have some courses from the SE undergraduate curriculum as prerequisites; that
is, students can enroll in an ASF course only after completing these courses from the SE curricu-
lum. This constraint ensures that students know how to execute all tasks demanded by the project
since these tasks may involve practices in all kinds of SE activities and AI knowledge within
projects carried out at SF.

We design the ASF curriculum using a competency-based approach, incorporating knowl-
edge, know-how, and know-being development and integration Scallon (2017), Bloom’s Tax-
onomy (Anderson & Krathwohl, 2001) and Action Research cycle (Thiollent, 2005) to assist
methodology procedure.
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Table 2: Overview of subfields, focus, goals, and examples in AI-based systems.

Subfield Focus Goals Examples
IA Control and

automation
problems

Systems can perceive
their environment
through sensors and act
upon it using actuators
to achieve their goals.

In the agricultural industry, more robust
irrigation management systems are neces-
sary. In these systems, sensors installed in
the farm field collect real-time data on soil
moisture, weather conditions, and other
relevant factors that assist in decision-
making on when and how much to irrigate
each part of the planting.

EC Optimization
problems

Algorithms that tra-
verse large search
spaces to find optimal
solutions to complex
problems.

Logistics companies face the complex task
of distributing products efficiently to min-
imize costs with the process, material, and
delivery time. Thus, it is possible to model
algorithms that reduce costs with the num-
ber of boxes, space for box allocation, de-
livery costs, fuel, etc.

PR Pattern
recognition
problems

Allow models to learn
and make classifi-
cations, predictions,
forecasts, or decisions
based on data.

Banks recurrently need to analyze large
amounts of data to assess potential cus-
tomers and recommend financial products.
In this scenario, it is possible to analyze
customers’ transaction history and identify
consumption behavior patterns, spending
profiles, and economic preferences.

The competency-based design refers to the “possibility, for an individual, of mobilizing an
integrated set of resources in an internalized manner to solve a family of problem situations”
(Roegiers & Ketele, 2001). The competency-based design communicates what is expected of stu-
dents at each stage of their learning journey. The project design of the ASF course was inspired
by answering “What should each student know how to do?” following competency-based design
approach. We used the revised Bloom’s Taxonomy to establish the course’s learning objectives,
guiding professors in planning and developing activities that enhance comprehension and cogni-
tive development (Anderson & Krathwohl, 2001). This process is composed of four main steps.

• Step 1 – Identification of Essential Competencies: identifying the key competencies stu-
dents need to acquire to design and develop AI-based systems.

• Step 2 – Definition of Learning Outomes (LOs): based on the identified competencies,
clear and measurable learning outcomes are set. Each objective describes what students
should be able to achieve by the end of the course or each phase of the process.

• Step 3 – Curriculum Development: The curriculum is designed to integrate the identi-
fied competencies cohesively. This may involve selecting theoretical content, practical case
studies, software development projects, and other activities that help students apply their
knowledge in practice.
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Table 3: Roles involved in AI-based systems development.

Reference Roles
Souza et al. (2024) Regulatory expert, End-User, Product Owner, Domain Expert,

Software Architect, DevOps Analyst, AI Engineer, UX Designer,
Scrum Master, Developer, Tester, Data Scientist, Statistics and
Mathematics Experts and Computer/Mechatronic Engineer

Franch et al. (2023) Requirements Engineer, Customer, Domain Expert, Data Engineer,
AI Engineer, Software Engineer, Ethics Manager, Regulations Ex-
pert

Khuat et al. (2023) business analysts, domain experts, and project managers, data sci-
entists, data analysts, ML engineers, software developers, and sys-
tem engineers, governance staff, third-party auditors, and govern-
ment agencies, user that interacts with solution

Pei et al. (2022) business experts, requirement engineer, domain expert, software
engineer, data scientist

Nahar et al. (2022) Domain Expert, Managers, Data Scientist, Software Engineer, End
User

Deshpande and Sharp
(2022)

Researchers, AI experts, HCI experts, developers, engineers, tech-
nology companies, professional bodies and research institutes; and
regional/national legislative/regulatory agencies, Non-users of AI
systems, users

Barclay and Abramson
(2021)

Domain Practitioners, Systems Integrator, ML Engineer, Data Sci-
entist

Vogelsang and Borg
(2019)

Legal experts, requirement engineer, Data scientist, developers,
ML experts

• Step 4 – Aligned with Competencies: teaching methodologies that promote the develop-
ment of desired competencies are chosen, such as project-based learning, case studies, and
simulations, among others.

The ASF curriculum, illustrated in Figure 6, was created using Competency-based Design
and Bloom’s taxonomy illustrated. In the curriculum, we defined the Objective/Summary (Figure
6-A) using study themes (Figure 6-B). Each study theme was composed of a set of curricular
contents (Figure 6-C), and for each, we identified the respective LOs (Figure 6-D).

4.3 Phase 3 - Definition of teaching methodology

For the execution of ASF and considering the complexity of AI-based systems, we decided that
the most appropriate methodology is Scrum. Given the particularities of these types of systems,
we will adapt the Scrum process into sprints of defined duration. During each sprint, essential
ceremonies, such as planning and retrospectives, will be held to align the team, track progress,
and identify opportunities for improvement. At the end of each sprint, the generated artifacts
(such as prototypes, code, documentation, and models) will constitute the project deliverables,
ensuring iterative evaluations and continuous evolution of AI systems and algorithms.
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Figure 5: Roles in AI-based systems development identified by Souza et al. (2024).

The management of the ASF will divided into two phases: (i) Theoretical, revisiting some
previously discussed conceptual aspects in other courses; (ii) Practical, project development. In
the theoretical phase, we will revisit and reinforce fundamental concepts previously discussed,
such as types of AI-based systems, minimum viable product (MVP), design thinking principles,
and project management basics. This theoretical foundation is crucial for equipping students with
the knowledge necessary for effective project execution. In the Practical phase, students will apply
their theoretical knowledge to the development of the defined projects. They will be encouraged
to work collaboratively, engage in brainstorming sessions, and utilize project management tools
to facilitate their workflow. Additionally, the Kanban method will be employed to support the
practical aspects of the software factory. Kanban offers a visual management system that helps
the team quickly identify and address bottlenecks, ensuring an efficient workflow throughout the
project.

To execute ASF, we recommend following a standardized methodology procedure. We
have defined three phases for our methodology, which must be conducted during the academic
semester: Definition, Development, and Closure, as shown in Figure 7. These phases follow the
Action Research cycle (Thiollent, 2005): problem identification, solution planning, implementa-
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Objective/Summary 

This course aims to equip students with the skills needed to develop artificial intelligence (AI)-based systems, including (1) identifying the characteristics of 
AI-based systems according to subfields, (2) defining minimum viable product (MVP) functionalities for AI-based systems, (3) specifying requirements based 
on the characteristics of AI-based systems, (4) managing AI-based systems, (5) modeling and developing AI-based systems, and (6) conducting tests. 

Themes Learning Outcomes 

(1) Artificial Intelligence:  
• Types of AI-based systems 
• Subfields and their characteristics  

• Recall the different types of AI-based systems.  
• Interpret the different types of problems. 
• Differentiate the characteristics of each type of system. 

 (2) MVP:  
• Types of MVP 
• Market and user discovery 
• Functionalities 

• Recall the different types of MVPs for product development  
• Understand the current state and desired state of the product to be developed.  
• Identify the type of MVP considering the problem and the characteristics of AI-based systems.  
• Identify candidate functionalities for the MVP based on the activities of the proto-personas and 

characteristics of AI-based systems.  
• Develop documentation of the functionalities using CASE tool(s) 

(3) Requirements:  
• Specification techniques, models or 
algorithms using user stories according to 
the characteristics of AI-based systems  

• Specification of MVP using user stories  

• Structure candidate functionalities into user stories according to the type of problem.  
• Structure candidate functionalities into user stories according to the characteristics of AI-based systems.  
• Structure candidate functionalities into user stories considering techniques/algorithms to support the 

development of AI-based systems.  
• Structure candidate functionalities into user stories of the MVP 
• Develop user story documentation using CASE tool(s). 

(4) Management:  
• Product backlog 
• Prioritization 
• Deliverables 

• Create the product backlog  
• Prioritize the items in the backlog  
• Define the deliverables  
• Manage the development process using CASE tool(s) 

(5) Modeling and Development: 
• Modeling and development considering 
the characteristics of AI-based systems 

• Model the system considering aspects related to data, infrastructure, and techniques/algorithms 
• Use tools to assist in modeling the AI-based system 
• Develop the AI-based system 
• Use tools for project versioning 

(6) Testing and Validation:  
• Test plan 
• Testing practices 

• Design and structure tests considering the characteristics of AI systems  
• Validate the developed techniques/algorithms Conduct unit tests 
• Use tools to assist in conducting and recording the tests performed 

 

(B) (D) 

(C) 

(A) 

Figure 6: Academic Software Factory Curriculum using Competency-based Design and Bloom’s taxonomy.

tion, monitoring, and evaluation of effectiveness, leading to reflection and adjustment. Each phase
comprises a set of stages that students must complete during ASF, which are detailed below.

4.3.1 Definition phase

This phase is composed by six stages: (1) projects definition; (2) team creation; (3) problem, needs
and users identification; (4) problem, needs and users identification; (5) requirements specification
of the algorithm and solution; and (6) modeling of the algorithm and solution.

Definition phase begins in the first class day with first stage (Stage 1 - Project definition).
The projects to can be carried out during the semester is selected based on the number of en-
rolled students, considering the individual characteristics of the project, such as scope, complex-
ity, development stage, and interdependence between project activities. The projects arise from
problems directly related to the day-to-day activities of the University. The selection of a project
also considers the professors’ competencies, the project’s maturity in terms of scope definition,
requirements stability, and the availability of external stakeholders.

In the second stage (Stage 2 - Team creation), students fill out a form to identify their
profile. Table 4 illustrates sample questions from the profile assessment form. This strategy
allows a more appropriate allocation of students to project teams. Each team must be composed
of up to 7 students, and some roles will represented by professors from the SE and AI field.
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Figure 7: ASF course methodology procedure.

In the third stage (Stage 3 - Problems, needs and users definition), students should an-
alyze the current problems and market niche of the project, focusing on the specifics required
for developing AI components. This analysis involves identifying user challenges and collecting
high-quality, diverse, and unbiased data essential for training the algorithms. Additionally, it is
crucial to conduct a competitive study to identify innovative opportunities in terms of scalabil-
ity, performance, and algorithm transparency. Finally, students must clearly define the profiles of
the end users by creating detailed personas to guide the ethical and effective development of the
solution

In the fourth stage (Stage 4 - Requirements specification of algorithm and solution), stu-
dents dedicate themselves to specifying the project requirements in detail, covering the collected
and processed data, the algorithm, and the system as a whole. For the specification of AI-based
systems, students must define the algorithm’s performance criteria—such as accuracy, robustness,
scalability, and interpretability—as well as the ethical and compliance guidelines necessary for
the responsible use of AI. They should also develop a robust set of business rules that establish
operational guidelines and restrictions, in addition to creating a glossary of terms to standardize
communication among all stakeholders. Additionally, the requirements need to be structured as
user stories, each accompanied by acceptance criteria, ensuring that the functionalities meet the
users’ needs.

In the fifth stage (Stage 5 - Interface Design), students develop interface prototypes that
emphasize usability, accessibility, and AI transparency for an intuitive and inclusive experience.
For AI-based systems, the prototypes must highlight how the algorithms process and present in-
formation, facilitating user understanding and trust. In this phase, students convert the collected
specifications into sketches and wireframes that outline the system’s structure and navigation flow,
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Table 4: Examples of questions from the student profile assessment form.

Questions Response options
1. Name Open-ended
2. Email Open-ended
3. What role do you want to
play in ASF?

PO - Requirements Analyst - UX Designer - Software Ar-
chitect - Scrum Master - Backend Developer - Frontend De-
veloper - Fullstack Developer - Tester

4. What is your level of se-
niority in the indicated role?

Junior - full - senior

5. What is your experience
time in the indicated role?

less than 1 - 1 to 3 years - 4 to 7 years - 8 to 11 years - 12 to
15 years - over 15 years

6. In which SE areas do you
have the most experience?

Business - Requirements - Architecture - Development -
Testing - None

7. In which areas of AI have
you had any contact?

Intelligent Agents (IA) - Evolutionary Computing (EC) -
Pattern Recognition (PR) - None

with a focus on clear visual communication of the AI components and decision-making processes.
These drafts are then refined into interactive prototypes using design tools, simulating both func-
tionality and interaction mechanisms that help users understand how the algorithms process and
present information.

In the sixth stage (Stage 6 - Modeling of algorithm and solution), students will transform
the previously identified requirements into functional and structural models that will serve as a
development guide. Initially, they will define and model the algorithm by detailing its logic, pro-
cessing flow, and the machine learning techniques to be employed, with special attention to data
quality and diversity, bias mitigation, and result interpretability. Next, the students will design the
integrated solution by defining a modular and scalable architecture that facilitates the continuous
integration of AI components. They must also select appropriate design patterns, establish the
main modules, and organize communication between them, ensuring a robust and easily main-
tainable implementation. This process ensures that the solution not only meets performance, scal-
ability, and maintenance requirements but also incorporates best practices and ethical guidelines
essential for the development of intelligent systems.

4.3.2 Development phase

This phase is composed by two stages: (7) MVP implementation; and (8) Testing e monitoring. In
the seventh stage (Stage 7 - MVP implementation), students must create source code reposito-
ries to begin implementing the AI component and the integrated solution. This stage is especially
critical for AI-based systems, as it involves defining a modular architecture that facilitates the con-
tinuous integration of learning algorithms, the management of training data, and the execution of
iterative tests. The team should collaboratively choose the programming language and technolo-
gies to be used, taking into account compatibility with AI libraries and frameworks, the scalability
of the MVP solution, and ease of maintenance.

In the eighth stage (Stage 8 - Testing e Monitoring), students must develop comprehensive
test plans and test cases for AI-based systems, emphasizing the validation of algorithms in terms
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of performance, accuracy, robustness, scalability, and ethical compliance. It is essential that the
tests include realistic scenarios and exception cases, addressing both individual modules and the
complete system integration. This approach ensures the obtainment of interpretable results and
the reliability of the solution, in line with the previously established requirements.

4.3.3 Closure phase

The closing phase consolidates the learning, validates the achieved results, and establishes a feed-
back loop that enriches the development experience in AI-based systems. This phase is composed
by t stage: (9) Analysis of results and (10) Evaluation ASF.

In the ninth stage (Stage 9 - Analysis of Results), the team must hold a final retrospective
ceremony, where all members share their experiences, discuss the positive aspects, and identify
the challenges faced throughout the project. This collaborative reflection is essential for the con-
tinuous improvement of the processes and methodologies adopted. At the same time, the team
identifies pending functionalities by documenting features they did not implement during the cur-
rent cycle and prioritizing them for future iterations. Furthermore, this stage involves the formal
delivery of the artifacts and the developed system, which includes all technical documentation,
source code, prototypes, and other materials produced throughout the project. This delivery of-
ficially marks the end of the development cycle and serves as a reference for maintenance and
future updates.

The tenth stage (Stage 10 - Evaluation ASF) consists of three parts: (i) MVP presenta-
tions consist of pitches in which the teams demonstrate the results achieved and reflect on the
learning gained during the project; (ii) the final evaluation by the professors, who meticulously
analyze each team’s results and deliverables, and (iii) the evaluation by the students on the ASF
process, providing feedback on the methodology, communication, and overall project experience.
Throughout the development, the teacher acts as a facilitator, offering continuous feedback and
promptly clarifying doubts. At the end of each stage, summative evaluations are conducted to
validate the deliverables and ensure the quality of the work.

At the end of the project, students should evaluate the ASF process by considering aspects
such as the methodological approach, communication and collaboration, impact on learning, suit-
ability of resources and tools, and the evaluation format. In addition, the students must share their
insights regarding the challenges encountered and provide detailed suggestions for improvement,
contributing to the enhancement of future ASF editions.

4.4 Phase 4 - Evaluation of Academic Software Factory Project Design

We conducted an exploratory survey to analyze the perceptions of 10 professors concerning roles
envolved, curriculum, and methodology of the ASF in the context of AI-based systems devel-
opment as a learning environment. The survey was planned following the process proposed by
Kasunic (2005) and Kitchenham and Pfleeger (2008) for the effective design of surveys for the
software engineering area.

We used the Goal-Question-Metric (GQM) model (Basili & Weiss, 1984) to set out the
objectives of the experiment that can be summarized as follows:
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"Analyse Academic Software Factory Project Design for AI-based systems development for the
purpose of evaluation with respect to roles, curriculum, and methodology from the point of view
of professors in the context of undergraduate software engineering course."

For achieving the goal, we seek to investigate the four Research Questions (RQs), presented
in Table 5.

Table 5: Research Questions according to Survey Goal.

Research Questions Description
RQ1: What is the professors’ profile? To answer this RQ, we identify some infor-

mation such as age group, gender, university
location, experience in teaching, area, expe-
rience time in area.

RQ2: What are professors’ perceptions of
the roles required for ASF dedicated to AI-
based systems development?

To answer this RQ, we analyzed the profes-
sor’s perception of the roles and their respon-
sibilities and collaborations in the AI-based
system development process.

RQ3: What are professors’ perceptions on
the ASF curriculum proposal for an un-
dergraduate software engineering course fo-
cused on AI-based systems development?

To answer this RQ, we analyzed the profes-
sor’s perception of the objective, theme, con-
tent, and LOs.

RQ4: What are professors’ perceptions of
the ASF methodology proposal for an un-
dergraduate software engineering course fo-
cused on AI-based systems development?

To answer this RQ, we analyzed the profes-
sor’s perception of the methodology struc-
ture in terms of educational objectives,
stages and processes, resources and tools ad-
equacy, and evaluation forms.

4.4.1 Target audience and sample identification

The participants were recruited through convenience sampling by sending emails to different so-
cial media (WhatsApp and Facebook) and higher education institutions (Thompson, 2012). The
target audience of this survey is made up of men and women professors who working with in area
of AI and Software Engineering.

Participants received no incentives for taking part in the research (to avoid bias) and were
asked to provide informed consent before completing the survey. This approach ensured that their
participation was entirely voluntary and fully informed.

4.4.2 Survey instrument design

The survey was conducted using the Google Forms tool for questionnaire design. The survey
consists of 20 questions (in Brazilian-Portuguese) that were divided into two groups of questions:
(i) demographic, socioeconomic and experience data of professors (with six questions); and (ii)
information of professors’ perceptions about software factory themes (with 14 questions).
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The first section aims to gather background information about the professors and location,
experience in teaching and area. The second section aims to gather insights from professors
regarding the roles, curriculum, and methodology essential for implementing the ASF in the un-
dergraduate course.

A 5-point Likert scale (Likert, 1932) was adopted to understand the professors’ perceptions
about each question, where “1 = Strongly disagree” and “5 = Strongly agree”. The questionnaire
items were reviewed by experts to ensure content validity.

4.4.3 Survey instrument evaluation

After the first version of the survey has been released, we performed a pilot study aim to analyze
instrument validity. According to Kasunic (2005), conducting a pilot survey is fundamental, as it
allows detecting possible existing problems.

In this sense, we applied four open questions proposed by Hauck (2012) to evaluate sur-
vey content, such as (1) Does the questionnaire contain everything that is expected to meet your
goal?; (2) Does the questionnaire contain unnecessary information for the context and purpose of
the survey?; (3) Did you adequately understand the questions?; and (4) Are there any errors or
inconsistencies in the questionnaire?

We conducted the pilot study with only three professors (who did not participate in the
final version of the survey). The pilot participants were recruited through convenience sampling
(since they were easy to access and could answer the survey within a week); only one had previous
contact with the software factory, while the others did not. The professor’s evaluation was positive;
only one suggested including at least an open-ended question.

4.4.4 Data Collection and Analysis

After piloting the questionnaire to checking its consistency and legibility, the survey request was
available to the professors. The questionnaire was distributed through emails and social network-
ing communities and open for three weeks, from 20th November to 10th December 2024.

To assist the analysis process, two activities were carried out previously Kitchenham and
Pfleeger (2008): (i) we performed the data validation, checking the consistency and complete-
ness of responses; and (ii) we organized the professors’ responses according to RQs before data
analysis. We use descriptive statistics for the quantitative data interpretation, and discourse anal-
ysis and data visualization for the qualitative analysis. For the qualitative analysis, the content
summarization technique (Bardin, 2011) was applied to the responses of the subjective questions.

5 Results and Discussion

This section presents the professors’ profiles and perceptions of Academic Software Factory De-
sign from the artifacts presented in Figure 5 of Phase 1, Figure 6 of Phase 2, and Figure 7 of Phase
3.
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5.1 Professor’s profile

Of the 10 professors, four are concentrated in the Southeast region, three in the South, two in the
North, and only one in the Northeast. Furthermore, half of them have experience between 10 and
16 years in Software Engineering and another half have experience between 10 and 16 years in
AI. Only one professor knows both areas (SE and AI).

We observed that 70% (N = 7) of the professors said that they know of a software factory,
while 20% (N = 2) think they might know what a software factory is, and one participant stated
they do not know (Table 6). Concerning previous software factory conduct in education, 40%
(N = 4 – P6, P7, P8, and P10) of the participants, specialists in the SE area, stated that they had
conducted it before, and 60% (N = 6) stated they had not conducted a software factory before for
traditional development.

Table 6: Professors profile – Distribution of the 10 participants by region of Brazil, experience time per area (AI - Artificial Intelligence or SE -
Software Engineering) and software factory know (Y - Yes, M - Maybe, N - No)..

Participants Region Experience Time Area Software Factory Know
P1 South 15 years AI N
P2 South 15 years AI Y
P3 North 12 years AI M
P4 Southeast 10 years AI and SE Y
P5 Southeast 10 years AI M
P6 North 16 years SE Y
P7 Northeast 15 years SE Y
P8 Southeast 13 years SE Y
P9 Southeast 10 years SE Y

P10 South 10 years SE Y

5.2 ASF Roles required for AI-based system development

The professors indicated the roles that should make up the team in developing AI-based systems
(Table 7). All participants indicated UX Designer and Developer roles. The roles of “Scrum
Master and “Tester” were not mentioned only by 30% (N = 3 – P1, P3, and P5) of professors who
are specialists in the AI field and might or might not know what a software factory is. Additionally,
none of the professors indicated the role of Regulatory External as part of the ASF team.

70% of professors (N= 7 – P1, P2, P3, P4, P5, P6, and P7) indicated the need for an “AI
Engineer” (AI Eng.) role, and all professor’s, specialists in the AI area, mentioned the “AI Team
Specific” (AI-ST) role to compose the team because of the characteristics of AI-based systems.
In this case, P2 stated: “All AI-specific team roles should be part of the development process to
complement the knowledge of the AI Engineer role.” In this context, two professors mentioned
that the AI-Specific Team (AI-ST) and AI Engineer roles can be grouped because they will act
according to the problem’s nature. One of them suggested that these roles act as consultants.

The professors indicated the inclusion of “Requirements Analyst (RA)” and “Project Man-
ager (PM)” roles in the ASF for AI-based systems. 30% of them (N= 3 – P8, P9, and P10)
suggest “RA”. P8 states “I believe that the analyst’s role can contribute to the factory because
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Table 7: Roles definition – The professor’s perceptions of the roles to compose the team for ASF. The roles include Domain Expert (DE), Product
Owner (PO), Software Architect (SA), AI Engineer (AI Eng.), DevOps Analyst (DevOps), UX Designer (UX), Scrum Master (SM), Developer
(DEV), Tester, AI Specific Team (AI-ST), End-User (EU), Regulatory External (RE).

Part. PO DE SA AI Eng DevOps UX SM DEV Tester AI-ST EU RE
P1
P2
P3
P4
P5
P6
P7
P8
P9
P10

they translate the needs into requirement specifications that will guide the product development.”,
followed by P9, which states “It helps prevent misunderstandings and rework by ensuring that all
system requirements are identified, validated, and managed throughout the development cycle.”.
Finally, P10, again, states “It assists in delivering a product that meets business objectives and
user needs.”

50% of professors (N= 5 – P2, P4, P8, P9, and P10) considered the inclusion of “PM” role
necessary. P2 “I think the Project Manager’s role can greatly contribute to the factory by aligning
the team’s efforts with project objectives and managing schedules effectively.”, followed by P4
commented “A Project Manager helps prevent delays and resource misallocation by ensuring
that tasks are properly tracked, deadlines are met, and risks are proactively addressed throughout
the development cycle.”. Finally P6 “This role is crucial in delivering a product that not only
meets business objectives but also satisfies stakeholder and team expectations”.

Based on the professors perception, we grouped the AI Eng./AI-ST roles into “AI Special-
ists” role and incorporated the roles of “PM” and “RA” in the ASF — functions not included in
Souza et al. (2024) work. The “PO”, “PM”, and “AI Specialists” roles will represented by pro-
fessors from the SE and AI area, respectively. Figure 8 illustrates the roles defined (Clients, PM,
PO, AI Specialist, and the Dev Team - composed of Requirement Analyst, UX Designer, Scrum
Master, Devs, and Tester) for ASF and their communication flow-based on the evaluation and
suggestions from the professors.

The PM is essential for coordinating activities, managing deadlines, and optimizing resource
allocation in AI projects, which demand an iterative approach and effective risk management.
Meanwhile, the RA complements the work of the PO by conducting a detailed technical survey
of user needs, translating these demands into precise specifications that form the foundation for
developing the algorithms and the integrated MVP solution. The inclusion of these roles strength-
ens the multidisciplinary approach of the ASF, ensuring greater rigor in defining and executing
requirements and ultimately enhancing project quality and alignment with market demands.

According to Figure 8, the PO plays a central role in the ASF by serving as a bridge that
connects the Client, PM, Development Team, and AI Specialist. (1) The interaction starts with
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Figure 8: The ASF team roles and their interactions.

the University Clients sharing with the PM and PO the real needs, expectations, and problems that
need to be solved. (2) PM and PO interact to refine the needs and expectations presented by the
Client and to align priorities and resources. The PM oversees the entire process, ensuring delivery
within the available deadlines and resources. PO translates the needs of the University Clients into
more detailed requirements, prioritizing them in the backlog. (3) The PO collaborates with the
AI specialist to define and prioritize AI-related functionalities in the backlog. (4) The Dev team
collaborates closely with the PO to understand the project vision and priorities. The PO provides
the team with the product backlog, clarifies requirements, and sets the development goals. Dev
Team develops the MVP solution and AI components in iterative cycles. At the end of each
iteration, the Dev Team presents deliverables (prototypes, developed features, documentation,
etc.), which the PO and PM validate and subsequently by the University Clients. (5) The AI
Specialist provides expertise and guidance on integrating AI models within the project. They
collaborate with the Dev team to ensure that AI components are effectively incorporated and
optimized, addressing any technical challenges related to AI.

5.3 ASF Curriculum for AI-based system development

From the Academic Software Factory Design presented Figure 6, the professors indicated six
suggestions (S) that are summarized in Table 8. The complete curriculum with the suggested
changes is available at the link https://zenodo.org/records/14977568.

5.4 ASF methodology for AI-based system development

This section presents the professors’ perception of ASF methodology presented in Section 4.3. For
this, we asked each professor to describe the positive and negative aspects of the ASF method-
ology. We used an approach based on the coding phase of Ground Theory (Stol et al., 2016) to
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Table 8: Summary of the professor’s suggestions by theme.

ID Theme Description
S1 T2 Add learning outcome “Identifying proto-personas, what they do, and what they

expect”.
S2 T2 Remove learning outcome “Develop documentation of the functionalities using

CASE tool(s)’’.
S3 T3 Remove learning outcome “Structure candidate functionalities into user stories

according to the type of problem”.
S4 T4 Add learning outcome “Estimate potential risks related to the development of

AI-based systems” and “Perform practical activities and decision-making in a
software project team”.

S5 T4 Combine two learning outcomes “Prioritize the items in the backlog” and “de-
fine the deliverables”.

S6 T6 Add learning outcome “Conduct non-functional requirements testing”.

analyze the responses. To this end, the responses were individually analyzed, and the relevant
segments were marked with “codes” (keywords). In this way, it was possible to count the number
of occurrences of codes and the number of items in each category to understand which positive
and negative aspects the participants repeatedly pointed out.

For the positive aspects, the categories are as follows: (i) Learning Process – group codes
related to professors’ comments on how the methodology can assist in acquiring, retaining, and
deepening knowledge, as well as facilitate the understanding of SE and AI topics; (ii) Profession-
alism – group codes related to professors’ perceptions of how the ASF methodology can simulate
a work environment similar to the professional context of SE and AI; and (iii) Practice – group
codes related to the positive aspects of the practical nature of ASF. Table 9 presents the positive
aspects grouped by categories and the occurrence number. Regarding the positive elements, we
identified nine unique codes. The data show that the positive aspects are evenly distributed across
all categories, indicating that there can be equally perceived benefits regarding practice, learning
process, and professionalism.

Table 9: Summary of the positive aspects of the ASF methodology proposal as perceived by professors.

Category Positive aspects Total

Learning Process
Better understanding of SE topics 1
Better understanding of AI topics into development system 4
Integration of new concepts into the development process 2

Professionalism
Contact with real work environment 2
Realistic market experience 2
Model close to reality 2

Practice
Apply knowledge 1
Practice knowledge 3
Solve a real problem 2

For the negative aspects, the code categories are:(i) Lack of Time; (ii) Implementation; (iii)
ASF organization; and (iv) Use of the Scrum as software process. Table 10 presents the negative
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aspects grouped by categories and the occurrence number. Regarding the negative aspects, we
identified nine unique codes. The data show that the negative aspects are more concentrated in the
category “ASF Organization” and “Use the software process”, with teachers reporting possible
challenges mainly in relation to the creation of several templates, including practical examples
and lack of prior knowledge. Points for improvement in the methodology, according to teachers,
are the inclusion of a leveling method to minimize the lack of previous knowledge, as well as the
inclusion of more practical examples and more frequent feedback.

Table 10: Summary of the negative aspects of the ASF methodology proposal as perceived by professors.

Category Negative aspects Total

Lack of time Extensive content 3
Short time available 4

Implementation Difficulty in solving the problem 2
Lack of previous knowledge 6

ASF organization
Formation of groups by the teacher 2
Lack of feedback on each delivery 4
Creation of several templates, including practical examples 3

Use the software process Difficulty in doing something new 3
Lack of template for specifying requirements considering
the characteristics of AI-based systems

5

Based on the professors’ analysis, we revised the methodology and detailed the steps in-
cluded in each phase. Figure 9 details the stages, outlines the tasks, educational goals they aim to
achieve, and provides suggestions for tools, models, techniques, technologies, and deliverables to
adopt.

It is important to highlight that stages 1 and 2 involve tasks that must be executed by the
professors leading the discipline to ensure a clear understanding of the forthcoming process and
methodology. Stages 1 and 2 involve tasks that must be executed by the professors leading the
discipline to ensure a clear understanding of the forthcoming process and methodology. Stages
3, 4, 5, 6, 7, 8, and 9 are directly related to the AI-based systems development process and to
the educational objectives. This process will follow an incremental structure based on deliveries,
with deliverables made throughout the course. In particular, stages 3 through 9 are incorporated
into the Scrum flow and organized into sprints, ensuring iterative development and continuous
improvement. In these stages, the theoretical part will be used to level knowledge related to the
topic in question. For Stage 4, a specific requirement document will be included to illustrate
the requirements specification considering the characteristics and peculiarities of the AI-based
system.

In the context of this ASF, we decided that each stage of a phase corresponds to a deliverable,
serving as a milestone for the subsequent phases. For each delivery, the professors will provide
feedback to guide and improve the development of the project.

5.5 Limitations

Concerning the limitations of our work, surveys do not provide robust evidence of cause and
effect, the small sample size and selection by convenience may not yield a fully generalizable
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Figure 9: ASF methodology - Stages and their delivers grouped per phase.

results However, given the exploratory nature of our study, these methods remain suitable for field
exploration (Kitchenham & Pfleeger, 2008) and (Kasunic, 2005).

Our survey was specifically designed by researchers to assess professors’ knowledge and
practices in creating an ASF for AI-based systems, addressing a gap in the literature. As our tar-
get audience was undergraduate professors, groups, and institutions reached through social media,
our data predominantly represented those professional segments. While the data could be used to
triangulate potential relationships between practitioners’ characteristics and their responses, our
study did not focus on generalizing these relationships due to the sample size obtained. Neverthe-
less, we have made the dataset available for further analysis, allowing other researchers to explore
additional insights that may extend beyond the scope of this study.
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6 Conclusion

The development of AI-based systems presents unique challenges due to their complexity and the
need to integrate diverse technologies. These challenges encompass defining adaptive system re-
quirements, modeling for dynamic environments, selecting suitable AI algorithms, managing large
datasets, ensuring system reliability through rigorous testing, and maintaining high-performance
computing infrastructure. For software engineering students, the difficulty lies in bridging theo-
retical knowledge with practical application, as traditional courses often separate AI techniques
from software development methodologies.

In response to this gap, this paper proposed the design of an Academic software factory
AI-based systems development, integrating competency-based learning, Bloom’s Taxonomy, and
Scrum methodologies. The ASF design includes a well-defined curriculum, role distribution, and
an iterative development methodology to simulate real-world AI-based system development. To
validate the proposed ASF, we conducted an expert evaluation with ten software engineering and
artificial intelligence professors. The positive feedback highlighted the ASF’s potential to enhance
educational outcomes and practical training. Key suggestions included refining the curriculum
to streamline content, incorporating specialist roles for professors/tutors, and emphasizing the
creation and presentation of a minimum viable product by the course’s end.

Future work should focus on (i) Validating this proposed team structure in real-world projects
to refine role definitions and collaboration practices further, (ii) Validating the methodology in
conducting the ASF, (iii) gathering students’ perceptions regarding the teaching and learning of
AI-based systems development.
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