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Abstract. The digital games universe has been gaining even more space and
fans, and among various styles is worth noticing the importance of those which
are multiplayer. In general terms, those games depend on complex server in-
frastructures and online availability across the planet to attend and distribute
all of their players’ information. This implies, beside the delay due to geo-
graphic distance itself between player and server, the dependence of availabi-
lity. The objective of this work is to present an alternative to these problems,
by using group communication techniques on distributed systems, bringing the
game experience closer to the users, without losing the Multiplayer Massive
Online (MMO) game aspect. In one of the tests carried out, using the prototype
developed and presented in this work, it was possible to notice a reduction in
the message exchange time, from approximately 262 ms (106 + 156 ms) to ap-
proximately 190 ms, representing a gain of around 27 %.

Resumo. O universo de jogos digitais vem conquistando cada vez mais espaco
e adeptos, e dentre os vdrios estilos destacam-se, principalmente, aqueles que
sdao multijogador. De uma forma geral, estes jogos dependem de infraestrutu-
ras complexas de servidores online espalhados ao redor do planeta para aten-
der e distribuir as informacoes de seus jogadores. Isso implica, além de atra-
sos decorrentes da propria distdncia geogrdfica entre jogador e servidor, na
dependéncia de disponibilidade deste iiltimo. Este trabalho tem como obje-
tivo apresentar uma alternativa para os problemas citados, através de técnicas
de comunicacdo em grupo sobre sistemas distribuidos, trazendo a experiéncia
de jogo mais proxima para os usudrios, sem perder o aspecto Multijogador
Massivo Online (MMO) do mesmo. Em um dos testes realizados, por meio
do prototipo desenvolvido e apresentado neste trabalho, foi possivel notar a
reducdo no tempo de troca das mensagens, de aproximadamente 262 ms (106 +
156 ms) para aproximadamente 190 ms, um ganho em torno de 27%.

1. Introducao

Os jogos digitais estdo presentes no nosso cotidiano, tornando-se cada vez mais
complexos e interativos. Newzoo (2020) apresentou uma projecao para 2020 com o total
de jogadores ao redor do planeta ultrapassando 2,7 bilhdes, um crescimento de aproxima-
damente 6% em relacdo ao ano anterior, enquanto Laurence (2024) estima que a industria



dos jogos deve faturar mais de 213 bilhdes de ddélares no mundo até 2027, sendo mais de
9 bilhdes apenas na América Latina em 2024.

No universo dos jogos digitais, uma categoria que se destaca e € objeto de es-
tudo neste trabalho sdo os jogos online. Eles permitem que multiplos jogadores interajam
simultaneamente dentro de um ambiente virtual, especialmente nos jogos de cunho mas-
sivo, ou seja, que ndo definem limite na quantidade de jogadores. Needleman (2020)
aborda sobre o aumento no nimero de jogadores em fun¢do da pandemia de COVID-19
que, por conta das medidas de seguranca e do isolamento social, resultou em um cresci-
mento econdmico para as empresas desenvolvedoras de jogos digitais.

Entretanto, dois problemas comuns podem afetar jogos online massivos: aumento
da laténcia e alta instabilidade na conexdo, caracterizada pelo aumento na perda de pa-
cotes e do Jitter. Laténcia, comumente indicada pelo RTT (Round Trip Time), pode ser
compreendida como o intervalo de tempo entre o envio de um pacote na rede e o recebi-
mento de uma resposta. Pacotes sdo enviados para transmitir informagdes sobre as agcdes
dentro do jogo.

O problema da laténcia € frequentemente percebido em jogos do estilo RPG (Role-
Playing Game), que se caracterizam por um mundo virtual persistente onde jogadores se
conectam e interagem através de avatares, no intuito de cumprir missoes e desafios, a
exemplo de World of Warcraft '

Lebres et al. (2018) afirmam que uma das principais causas de evasao nos jogos
online é de fato a laténcia elevada, caracteristica que influencia negativamente na per-
formance in-game. Um estudo empirico realizado por BarraDois (2019) informa que
a laténcia média alcangada na conexdo entre jogadores no Brasil e servidor localizado
nos Estados Unidos variou de 130 ms a 400 ms, enquanto a laténcia entre jogadores nos
Estados Unidos foi inferior a 30 ms. Este atraso € justificado, principalmente, pela infra-
estrutura de rede e a distancia geografica entre o computador do jogador e os servidores
onde estdo armazenados os jogos, e pode ser decisivo durante combates e acdes de tempo
real dentro do jogo.

No que tange a instabilidade da comunicacao, ela pode ser ocasionada pela perda
de pacotes e por grande variacdo no atraso (Jitter). A demanda pelo envio e recebimento
de mensagens que devem ser gerenciadas pelo servidor cresce proporcionalmente a me-
dida que novos jogadores ingressam no ambiente virtual. Desta forma, problemas de rede
como enfileiramento e perda de pacotes sdo potencializados. Além disso, uma aplicagao
em tempo real demanda grande volume de pequenas mensagens, em sua maioria associ-
adas a acdes do usudrio que, por este motivo, ndo podem ser previamente armazenadas,
caso que nao ocorre por exemplo em servigos de streaming de video.

Portanto, percebe-se que a qualidade da conexao e a laténcia estio frequentemente
associadas a infraestrutura de rede e a distancia geografica entre o servidor do jogo e
o dispositivo do cliente. Por isso, entende-se a importincia de projetos que busquem
solugdes para reducdo da laténcia, considerando a infraestrutura de rede existente e a
distancia geografica entre servidores e jogadores.
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A proposta deste trabalho é desenvolver um modelo computacional para

'Disponivel em: https://www.worldofwarcraft.com



comunicacdo em grupo, com o objetivo de reduzir a laténcia na troca de mensagens e
pacotes de rede entre jogadores. Como resultado, foi possivel implementar um protétipo
funcional, que valida a decisdo técnica escolhida, reduzindo o atraso na comunicagdo en-
tre jogadores dentro de um ambiente controlado. Além disso, este trabalho se difere dos
demais ao criar um ambiente virtual que permite a troca de mensagens entre jogadores,
sem necessariamente depender de um servidor centralizado. As se¢des seguintes apresen-
tam trabalhos correlatos que servem de base para este projeto, descri¢cdo do conceito de
Grupo Logico e resultados obtidos por meio de testes reais com jogadores em diferentes
regides do planeta. Ao final, sdo apresentadas as conclusdes do trabalho e ideias para
trabalhos futuros.

2. Trabalhos Correlatos

Abdulazeez and El Rhalibi (2019) apresentam uma solugao para o problema de so-
brecarga no servidor, por meio de uma arquitetura hibrida entre o modelo cliente-servidor
tradicional e conexdes P2P (peer-to-peer). Entretanto, seu foco estd apenas na reducao
da carga no lado do servidor, uma vez que a estratégia adotada € redistribuir o custo com-
putacional de microrregides virtuais entre os dispositivos dos jogadores. Esta estratégia
também € apresentada por Kim (2017), entretanto, ndo resolve diretamente o problema
da distancia geogréfica.

Uma abordagem semelhante esta presente no trabalho de Reis (2018), que, neste
caso, utiliza uma arquitetura P2P como rede auxiliar para reduzir lat€ncia, sem, entretanto,
reduzir a dependéncia de um servidor centralizador.

Distintamente dos trabalhos citados, este projeto tem por objetivo apresentar um
modelo computacional hibrido e escaldvel para jogos massivos de tempo real, que re-
duza o atraso na troca de mensagem entre jogadores conectados ao sistema quando, em
comparacdo ao servidor central, apresentarem menor laténcia entre si. E como prova de
conceito, desenvolver um protétipo de jogo virtual que implemente o modelo proposto.

O modelo tradicional Cliente-Servidor, como Lopez et al. (2016) apresentam em
seu trabalho, € frequentemente utilizado em jogos multiplayer e possui arquitetura seme-
lhante a apresentada na Figura 1 (lado esquerdo). Nela, é possivel identificar um elemento
centralizador denominado Servidor, que € responsdvel por estabelecer a troca de mensa-
gens entre cada cliente. Neste trabalho, em busca de uma solu¢do com menor laténcia,
serd proposta uma nova arquitetura, conforme detalhado na Secao 3.

Por fim, Amir et al. (2021) desenvolveram um framework de comunicacdo em
grupo chamado Spread, uma ferramenta Open Source de alta performance para troca de
mensagens com tolerancia a falhas. Sendo uma solug¢do de codigo aberto, € possivel
avaliar pontos de melhoria no codigo fonte, e realizar adaptagdes, sendo assim esco-
lhida como uma das bases deste trabalho. Ela estd disponivel em varias linguagens de
programacdo de forma gratuita 2.

3. Materiais e Métodos

No modelo aqui proposto (Figura 1, lado direito) sdo adicionados novos elemen-
tos a arquitetura considerada tradicional, responsaveis por diminuir a dependéncia dos
clientes em relacao ao servidor, promovendo também redugdo na laténcia.

Disponivel em: https://www.spread.org/download.html



A arquitetura proposta possui trés elementos principais: um computador servi-
dor responsével pela recepcdo dos jogadores no mundo virtual, e persisténcia de suas
informacgdes em banco de dados; um ou mais dispositivos clientes que desejam jogar,
sendo que cada cliente se conecta inicialmente ao servidor e aguarda até que um se-
gundo dispositivo cliente esteja também disponivel para trocar mensagens; e, por fim
um framework de comunicac¢do em grupo chamado Spread, desenvolvido por Amir et al.
(2021). Ele é responsdvel por estabelecer a comunicacao entre clientes de forma ordenada
e confiavel. Este conjunto formado por clientes que trocam entre si mensagens diretas sera
entdo chamado Grupo Légico, conforme apresentado na Figura 1.
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Figura 1. Diagrama comparativo entre a arquitetura tradicional e arquitetura pro-
posta neste projeto

3.1. Comunica¢ao em Grupo e Grupo Légico

O Grupo Lagico ¢ a estrutura fundamental deste modelo, responsavel por defi-
nir o estado consistente de comunicacao entre jogadores quando conectados entre si. De
forma abstrata, cada grupo 16gico armazena uma lista com o ID unico de cada jogador
conectado aquele grupo l6gico. Através dessa lista, todos os jogadores passam a compar-
tilhar a mesma nog¢ao sobre quem estd online em seu grupo. Ao se conectar no servidor,
cada novo jogador recebe seu respectivo ID tnico para que possa ingressar em algum
grupo 16gico. E papel de cada dispositivo solicitar ao servidor a relagio dos jogadores
atualmente conectados, e descobrir se existem divergéncias na sua percepcao de estado
do mundo virtual.

Um grupo l6gico é formado por membros que se conectam a ele por meio de uma
mensagem do tipo Join, composta por seu endereco IP e o nome do grupo do qual deseja
participar. Além disso, um grupo l6gico possui um espaco de memoria compartilhada por
todos os membros. Este espaco de memoria € responsavel por armazenar informagdes dos
elementos instanciados na sessdo e é de uso geral, podendo gerenciar quaisquer outras



informacodes relevantes ao jogo como, por exemplo, resultados de batalhas travadas por
jogadores daquele grupo.

Outro objetivo na formagdo de um grupo 16gico €, além da reducio na laténcia,
permitir que um jogador possa ser desconectado do servidor sem perder completamente
a experiéncia online, tendo em vista que poderd continuar trocando mensagens com 0s
jogadores do seu proprio grupo.

4. Resultados e Discussao

Com o objetivo de validar a arquitetura proposta, foi desenvolvido um protétipo
ficticio de jogo chamado ”Mythus” 3, que estabelece comunicacdo inicial entre jogadores
por meio de um servidor localizado na regido de lowa, nos Estados Unidos. Na Figura 2,
€ possivel identificar o jogador principal representado pelo avatar vermelho, sua laténcia
em relacdo a outro jogador representado pelo avatar branco, e sua laténcia em relaciao ao
servidor no canto superior esquerdo. A laténcia é calculada com base na diferenca entre
os momentos de envio e resposta de uma mensagem.
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Figura 2. Jogo Mythus com o diagrama de laténcia nas localidades testadas
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A partir do modelo apresentado, foram realizadas 4 sessdoes de teste no dia
17/11/2021, por volta das 15h (horario de Brasilia) com jogadores voluntarios em regides
distintas do planeta (2 entre os jogadores Bahia-Hamburgo, e 2 entre Bahia-Sdo Paulo),
com aproximadamente 100 mensagens trocadas em cada sessdo. A Figura 3 ilustra a
distribuicdo de laténcia identificada nos testes. Foram analisados os intervalos de tempo
na troca de mensagens, calculados através da diferenca de tempo percebida pelo sistema
operacional no momento de envio e recebimento das mesmas, e possui valores cruzados
com estatisticas de sites que apresentam dados histdricos de laténcia, a exemplo de Rei-
nheimer et al. (2021). Vale ressaltar que as linhas continuas indicam a direcao de envio
de mensagem, enquanto as linhas tracejadas representam o seu retorno.

*Disponivel em: https:/github.com/andysampaio/MythusTCC
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Figura 3. Diagrama de laténcia nas localidades testadas

O primeiro teste foi realizado com trés jogadores, sendo um jogador localizado
na Bahia (Brasil) e dois jogadores localizados em Hamburgo (Alemanha), enquanto o
servidor do jogo estava localizado em Iowa (Estados Unidos). As linhas laranja (156
a 184 ms aproximadamente) e amarela (106 a 269 ms aproximadamente), na Figura 3
apresentam os valores da laténcia utilizando a arquitetura tradicional enquanto as linhas na
cor azul (190 a 240 ms aproximadamente) apresentam a laténcia utilizando a arquitetura
aqui proposta.

Nesse ponto, fica evidente a diferenca de laténcia no modelo tradicional em
relacdo a nova abordagem proposta. Mesmo no melhor caso do modelo tradicional, a
troca de mensagens entre o jogador no Brasil e os jogadores na Alemanha sofreu um
atraso de aproximadamente 262 ms (156 ms + 106 ms), uma vez que as mensagens sao
encaminhadas de um jogador para o outro através do servidor localizado nos Estados
Unidos.

Ja no modelo proposto que estabelece comunicacgdo direta, representada pela rota
azul, ainda que considerado o pior caso, hd ganho de desempenho, com o atraso de apro-
ximadamente 240 ms. Entretanto, analisando no melhor caso do modelo proposto, essa
diferenca se torna mais evidente, pois a conexao do Brasil para a Alemanha passando
pelos Estados Unidos sofreu atraso superior a 450 ms, enquanto a conexao direta esteve
abaixo de 200 ms.

O segundo teste foi realizado com dois jogadores, onde o primeiro estava também



localizado na Bahia (Brasil), e o segundo em Sao Paulo (Brasil). As linhas laranja (156
a 184 ms aproximadamente) e vermelha (140 a 141 ms aproximadamente), na Figura 3,
apresentam a laténcia utilizando também a arquitetura tradicional, enquanto as linhas ver-
des (51 a 67 ms aproximadamente) mostram a laténcia obtida com a arquitetura proposta.

Desta forma, é possivel notar que a diferenca mais significativa nessa imagem
estd na conexdo com jogadores geograficamente proximos. Analisando o melhor caso do
modelo tradicional entre os jogadores da Bahia e Sdo Paulo, a laténcia continua por volta
de 300ms (156 ms + 140 ms). Ja a conexdo direta representada pela rota verde reduziu a
laténcia em mais de 75%, estando na casa de 51 ms a 67 ms, aproximadamente.

5. Trabalhos Futuros

Quando um jogador ingressa no mundo virtual, ele se torna apto a formar grupos
l6gicos com outros jogadores que também estejam online. A formacao de grupos neste
trabalho acontece de forma manual, uma vez que este é um proto6tipo para validar o mo-
delo. Como trabalho futuro, a formacao dos grupos deve acontecer de forma automatica,
sem qualquer interven¢do humana, seguindo 3 critérios de proximidade: Virtual, Social e
Fisica.

Virtual: entende-se por proximidade virtual a distancia entre avatares dentro do
mundo virtual. Essa distancia € importante por questdes de otimiza¢ao, uma vez que nao
€ necessario receber o estado de avatares fora do campo de visdo de cada jogador.

Social: € a distancia estabelecida entre jogadores por meio de suas relagdes. Um
jogador pode escolher adicionar um outro jogador a sua rede de contatos, tornando-o seu
amigo. Assim, mesmo que estejam virtualmente separados poderao trocar mensagens.

Fisica: também referida como geografica, € a distancia fisica que cada dispositivo
apresenta entre si, do ponto de vista da topologia de rede. Essa distancia é a mais impor-
tante pois determinard o critério principal de formagao dos grupos 16gicos, uma vez que
possui relacio direta com o atraso na troca de mensagens entre 0s pares.

Uma vez identificada a necessidade de formar um grupo 16gico, cada par inicia seu
processo de descoberta e entrada em algum grupo por meio do framework Spread. Ele
€ composto por 2 médulos principais: um processo em segundo plano responsédvel pela
comunicacao em grupo, garantindo ordenacio na entrega de mensagens € manutengdo
da visdo consistente; e a implementagao do cliente que se conecta nesse servigo e esta
embutido no jogo.

Assim como a formag¢do automdtica de grupos, uma questdao importante que por
motivos técnicos ndo foi desenvolvida neste primeiro trabalho € a travessia de NAT
(Network Address Translation). Atualmente, o cendrio de redes mais comum é que cada
usudrio esteja conectado a internet por meio de um roteador doméstico que implementa
NAT, um mecanismo que traduz IPs dos dispositivos de uma rede local para um dnico IP
publico. Neste cendrio, nenhum dispositivo expde seu endereco IPv4 real para o mundo,
tornando impossivel a conexao direta entre dispositivos de sub-redes distintas.

Este é um desafio importante para qualquer servigo do tipo P2P, uma vez que a
solu¢cdo convencional € manter um servidor fisico denominado Relay, responsivel por
realizar a troca de informacdo do seus respectivos IPs e portas reais, como Baset and
Schulzrinne (2004) apresentam em sua anélise do protocolo utilizado no servico do Skype.



Portanto, serd considerada a criacdo manual de grupos l6gicos com dispositivos dentro
de uma mesma sub-rede local ou por meio de VPN (Virtual Private Network). Neste
trabalho, foi utilizada a VNP gratuita ZeroTier 4,

Por fim, este trabalho também se limita a comparagao entra a arquitetura hibrida
aqui proposta, e a arquitetura tradicional Cliente-Servidor. Porém, é necessaria ainda uma
comparacao com outras solugdes hibridas.

6. Conclusao

A partir do estudo realizado no campo da computacio distribuida, foi possivel
concretizar uma possivel solucdo para resolver um dos problemas mais antigos em jogos
online. O prototipo aqui apresentado consegue se comunicar com um servidor real, mas
também realiza operacdes desconectadas dentro de seu grupo, por meio de mecanismos
que garantem a troca ordenada de mensagens. Nos testes realizados estabelecendo co-
nexao com um servidor localizado nos Estados Unidos, foi possivel reduzir a laténcia
de aproximadamente 300 ms para pouco menos de 60 ms, através da criacao de grupos
16gicos dentro de uma rede virtual.

Entretanto, essa ndo € a etapa final no desenvolvimento do jogo. Garantir a con-
sisténcia e ordenacdo de mensagens permite que todas as acdes bdsicas do jogador sejam
mapeadas para um conjunto reduzido de mensagens, mas como citado anteriormente é
uma etapa simples se comparada ao estabelecimento da propria comunicacdo em grupo.

Portanto, foi possivel encontrar boas evidéncias de uma solucao pratica que torna
vidvel a construgado de jogos distribuidos, com caracteristicas escaldveis, tolerante a falhas
e que podera trazer um desempenho geral melhor, se comparado ao modelo tradicional
cliente-servidor.

Além disso, duas questdes importantes para validar a eficiéncia deste projeto siao
a realizacdo de testes envolvendo um conjunto maior de jogadores, uma vez que sera
possivel analisar o impacto real da comunicagdo concorrente entre centenas de jogadores
conectados, e a implementa¢do de uma solugcdo para o problema da travessia de NAT
previamente citado.
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