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Abstract. In this paper we propose a learning-based approach to enhance un-
derwater image quality by optimizing parameters and applying intensity trans-
formations. Our methodology involves training a CNN Regression model on di-
verse underwater images to learn enhancing parameters, followed by applying
intensity transformation techniques. In order to evaluate our approach, we con-
ducted experiments using well-known underwater image datasets found in the
literature, comprising real-world subaquatic images and we propose a novel
underwater image dataset, composed by 276 images from Amazon turbid wa-
ter rivers 1. The results demonstrate that our approach achieves an impressive
accuracy rate in three different underwater image datasets. This high level of
accuracy showcases the robustness and efficiency of our proposed method in
restoring underwater images.

1. Introduction
Research work on underwater image restoration have been increasing in recent
years and are extremely important for several applications in subaquatic scenar-
ios. The acquisition process of good quality subaquatic images is a complex oper-
ation, representing a significant challenge for visual data capture and analysis, espe-
cially, due to the different underwater environments such as oceans, rivers and lakes
[Liu et al. 2022a][Lyu et al. 2022][Martinho et al. 2022]. Distinct aspects contribute to
the mentioned challenging acquisition, including i) water turbidity, caused by suspended
particles; ii) presence of marine organisms, that contribute to the degradation of image
quality and water scattering; and iii) uneven lighting and optical distortion, resulting in
reduced visibility and loss of details [Qiao et al. 2023].

Considering the underwater image acquisition complexity as mentioned earlier,
the underwater image quality enhancement is a challenging problem, since there are many
aspects affecting the subaquatic image quality. Additionally, the aforementioned real-
world applications demonstrate the relevance of the addressed problem. In order to tackle
this problem, advanced algorithms and techniques have been proposed to compensate the
adverse effects of light scattering and absorption. By employing such techniques, under-
water images can be transformed to reveal fine details, high contrast and precise color

1The proposed Amazon Underwater Image Dataset (AUID) is available in Github:
https://github.com/lauramartinho/Underwater-image-enhancement-based-on-
fusion-of-intensity-transformation-techniques



representation. Several methods transforming the image intensities can be employed such
as color and gamma correction, histogram and contrast adjustment and unsharp enhance-
ment [Zhao et al. 2023].

In this paper we propose a Deep Learning-based approach for underwater image
restoration, enhancing the quality and clarity of subaquatic images. We use a Convolu-
tional Neural Network (CNN) regression model to estimate the best parameters to reduce
the image degradation. Next a sequence of intensity transformation techniques are ap-
plied using the parameters found by the CNN, in order to improve the subaquatic images
quality. Experiments were carried out using two well-known underwater image datasets.
We have also carried out a comparison of our results with other relevant state-of-the-art
algorithms. The obtained results provide evidence supporting the effectiveness of the
proposed approach for underwater image restoration, showcasing improved accuracy and
significantly clearer underwater images.

Our work offers two main contributions, which can be summarized as follows:

• We propose a Deep Learning-based approach to learn the best parameters in the
process of restoring the quality of underwater images. The proposed a regression
process acquires knowledge from the different water conditions (like turbidity, low
lighting, scattering and distortion in water), enabling the estimation of the better
parameters for different underwater images. The proposed restoration approach
presents high accuracy even regarding different water conditions;

• We propose a challenging dataset composed by 276 underwater images, acquired
in the Urubu river, a blackwater tributary of the Amazon river. The proposed
dataset comprises subaquatic images with intense turbidity and low lighting and
scattering in the water. To the best of our knowledge this is the first dataset of
underwater images from the Amazon region.

Furthermore, the contributions of this work are published in
some of the main international conferences and journals in the area
[Martinho et al. 2022][Martinho et al. 2023][Martinho et al. 2024].

2. Related Work
Underwater image restoration has been the subject of intense research in the scope of
computer vision. This type of approach consists of enhance the quality of subaquatic
images to support real-world applications in different scenarios [Zhuang et al. 2022]
[Liu et al. 2022a][Gangisetty and Rai 2022].

Several proposed state-of-the-art methods were designed to restore the resolution
of images, enhancing visual perception by learning strategies. In [Qiao et al. 2023] the
authors proposed an approach based on a deep learning network with multi-Scale and
multi-dimensional feature to turbidity, light absorption, and scattering problem by a con-
volutional and pooling structure. [Huang et al. 2022] presents a two-step strategy based
on color restoration and image fusion with deep learning and conventional image en-
hancement techniques. This work uses an adaptive color compensation method and color
restoration. A multi-stage deep Convolutional Neural Networks (CNN) framework with
feature reconstruction loss and mean Squared Error is proposed in [Sharma et al. 2022],
optimizing it using the traditional pixel-wise and feature-based cost functions. Other



work proposed adaptive-learning techniques to remove color casts and low illumination
and restore information, such as [Liu et al. 2022a] which proposed the adaptive learn-
ing attention network based on supervised learning named LaNet and [Wang et al. 2022]
which presented a reinforcement learning method with adaptive underwater presentation
characteristics to improve image details.

Convolutional neural networks methodologies are used to enhance underwater im-
ages by removing fog and restoring color [Zheng and Luo 2022] using color restoration
module, an end-to-end defogging module and a brightness equalization module, using a
CNN and an encoder-decoder backbone to color restoration, defogging and brightness
equalization. [Liu et al. 2022b] was also based on model image simulation, learning-
based image enhancement with CNN and encoder-decoder backbone. However, some
CNN approaches do not require encoders to color, contrast or dehaze underwater im-
ages, accomplishing improvement through multiscale densely connected deep CNN-
based model, underwater optical imaging formulation and data-driven deep learning, as
in [Jiang 2022], or methods that uses medium transmission maps to restore real-world
underwater images [Kai et al. 2022] involving training a CNN using a GAN framework
with dilated residual blocks (DRBs).

Our work proposes a new approach for the enhancement of underwater images, us-
ing a combination of processing techniques and convolutional neural networks (CNNs).
This strategy aims to overcome the challenges when dealing with the limitations and dis-
tortions present in images captured in underwater environments. It is possible to identify
several approaches that address the problem in a similar way to ours, including fusion
processing techniques [Zhao et al. 2023], widely used to improve the quality and detail
of images. It involves combining multiple images of the same scene, processed by dif-
ferent techniques, to produce a single high-quality image. As well as techniques using
CNNs, neural networks specialized in image processing [Sharma et al. 2022], capable of
learning and extracting relevant features automatically [Liu et al. 2022a]. Widely used in
various computer vision tasks in the context of underwater image enhancement, CNNs
can be trained to learn specific patterns of distortions and noise present in these images,
with the goal of restoring the original quality.

3. Methodology
The proposed methodology is composed by two main steps: i) Learning-based Parame-
ters Estimation; and ii) Intensity Transformation Fusion, as can be seen in Figure 1, while
further details will be presented in the next subsections. The first step consists of training
a regression convolutional neural network, using a collection of raw underwater images
(I), to figure out the best parameters (P) for enhancing the quality of subaquatic images,
regarding several scenarios and water conditions. The network analyzes the training im-
age dataset and estimates the most efficient parameters for enhancing underwater images.
Secondly, based on the identified optimal parameters, obtained from the learning process,
intensity transformation functions are applied to restore the subaquatic images, resulting
in restored underwater images (R).

3.1. Learning-based Parameters Estimation
The CNN model presents three convolutional layers with 64, 128, and 128 filters, utilizing
(3x3) filters, ReLu activation, and (2x2) Max Pooling for feature extraction, followed



Figure 1. Overview of the proposed approach for subaquatic image restoration.

by batch normalization for efficiency. It includes two fully-connected layers with 128
and 64 units and 0.5 rate Dropout layers to combat overfitting. The output layer has 4
neurons for estimating parameters like color correction and gamma correction intensity.
Training aims to minimize MSE using Adam with a 0.001 learning rate over 50 epochs
and a batch size of 128. This architecture and training strategy, detailed in our journal
[Martinho et al. 2024], are chosen for their effectiveness in underwater image parameter
estimation, demonstrating adaptability to various conditions.

3.2. Intensity Transformation Fusion
The method involves traverse all combinations of color correction (cci), gamma (γ), con-
trast (β), and brightness (α) values, applying image processing steps, and assessing the
outcomes with quality metrics to empirically find the best parameters.

Let C = (cci1, cci2, ...) be the set of color correction intensity values, G =
(γ1, γ2, ...) be the set of gamma correction values, A = (α1, α2, ...) be the set of alpha
values and B = (β1, β2, ...) be the set of beta values:

M = {(ccii, γj, αk, βl) | ccii ∈ C, γj ∈ G,αk ∈ A, βl ∈ B} . (1)

We provide an overview of the mentioned techniques showcasing the step-by-step,
while further in-depth information can be found in the reference [Martinho et al. 2022].

This method applies a color correction through RGB histogram stretching, using a
256-value Look-up Table based on min and max values from a linear curve for histogram
equalization. The transformation function f scales the image’s pixel values to a new
[min,max] range, where v is the original gray value, and Imin, Imax are the underwater
image’s extreme gray values.

f(v) = (v − Imin)(max−min)/(Imax − Imin) +min (2)

The second technique is the gamma correction of underwater images. In this stage,
the image pixel intensities are scaled from the range [0, 255] to [0, 1.0], where I is the
underwater image and g corresponds to the gamma constant value. IG is the underwater
image with corrected gamma factor, by applying the equation:

IG = I(1/g) (3)

Let v be the gray value to be transformed, I an underwater image and Ismooth

the smoothed underwater image, the Unsharp Mask filter is used to enhance edges in
underwater images. In this sense, it subtracts the smoothed version of the underwater
image from its original underwater image, to highlight edges through the h function. The
mentioned process is performed as in the equation below:

h(v) = I(v)− Ismooth(v) (4)



Next, the algorithm Contrast-Limited Adaptive Histogram Equalization (CLAHE)
is applied. This method operates on small regions of the image, called ”tiles”, in which
the neighborhood pixels are combined using bilinear interpolation to remove the artificial
boundaries. Thus, addressing and enhancing the image contrast. This evens out gray
values distribution, making hidden features more visible. The expression of modified
gray levels with Uniform Distribution is given by the equation below:

Ihe = [Imax − Imin] ∗ P (I) + Imax (5)

Let I1 and I2 be the processed underwater images in each layer of the proposed
approach. I1 and I2 are combined using the linear blending as image fusion technique,
represented by the k function. Thereby, the visual features in I1 and I2 are fused in order
to improve the quality and visibility of degraded underwater images. The linear blending
operation was applied as below:

k(v) = (1− α)I1(v) + αI2(v) (6)

The generated fused underwater image undergoes brightness and contrast adjust-
ment, and finally yields the final output of the proposed approach. To achieve brightness
and contrast adjustment transformations, each output pixel value depends only on the
corresponding input pixel value, by multiplication and addition with a constant. The pa-
rameters β > 0 and γ control the contrast and brightness, respectively. The equation
below presents the brightness and contrast transformation:

Io = β ∗ I + γ (7)

4. Experiments

This section evaluates the proposed approach, conducting both qualitative and quantita-
tive assessments. The experimental evaluation involves the comparison of our approach
with traditional methods as well as recent state-of-the-art techniques based on deep learn-
ing. The experiments were conducted using Ubuntu 20.04 operating system in a Lenovo
laptop with an Intel® CoreTM i7-10750H CPU @ 2.60GHz, 16 GB DDR4 main memory
and NVIDIA® GeForce® RTX 3060 6 GB GDDR6. Furthermore, the OpenCV and Ten-
sorflow frameworks (open source softwares) were used to support the development of the
proposed approach for underwater image restoration.

4.1. Experimental Datasets

The experiments were performed using two well-stated underwater image datasets, U45
and UIEB. These datasets comprise a collection of underwater images from the ocean and
are commonly used in the literature [Li et al. 2020c][Tao et al. 2020]. The U45 dataset
consists of 45 images depicting natural underwater environments, while the UIEB dataset
consists of 890 images capturing diverse natural underwater scenes. It is important to
highlight that the U45 dataset does not present reference images, while the UIEB dataset
includes reference images, enabling the comparative analysis and evaluation.

In this paper we introduce a collection of subaquatic images, called Amazon Un-
derwater Image Dataset (AUID), acquired using a GoPro Hero 10 camera. The proposed



AUID dataset consists of a challenging underwater image dataset, composed by 276 im-
ages from the Urubu river. The Urubu river is one of the tributaries of the Amazon river
and is a major river in the Amazon Basin. The Urubu river plays a fundamental role in
the overall hydrology and ecosystem of the Amazon region. The underwater images in
the AUID dataset present high turbidity level, high scattering and low lighting in water,
besides a dark color. Figure 2 presents examples of underwater images which comprise
the AUID dataset.

Figure 2. Samples representing subaquatic environments in AUID dataset.

4.2. Qualitative Evaluation

In this experiment we intend to assess the effectiveness of our proposed underwater im-
age restoration technique in comparison to other existing techniques. In this evaluation,
we examine the visual quality and perceptual improvements achieved by our approach
in restoring underwater images. By comparing the results of our technique with those
obtained from other comparison techniques, we aim at identifying differences in terms
of image clarity, visibility and overall visual appearance. In order to qualitatively eval-
uate the proposed approach, several existing techniques were implemented and used
to restore underwater images. The U45 dataset was evaluated using the techniques:
VRE [Fu et al. 2014], UDCP [Drews et al. 2016], IBLA [Peng and Cosman 2017], CBF
[Ancuti et al. 2018], GDCP [Peng et al. 2018], UWCNN (UCNN) [Li et al. 2020a], Wa-
terNet (WN) [Li et al. 2020b] and LI [Zhuang et al. 2021]. Figure 3 presents restored un-
derwater images by our proposed approach and the comparison techniques, with respect
to the U45 and UIEB dataset, enabling the visual assessment of the subaquatic images.

(a)
Raws

(b)
VRE

(c)
UDCP

(d)
IBLA

(e)
CBF

(f)
GDCP

(g)
UCNN

(h)
WN

(i)
LI

(j)
Ours

Figure 3. Qualitative comparison of restored underwater images on U45 (1st and
2nd rows) and UIEB (3rd and 4th rows) datasets. From left to right: raw
image, VRE, UDCP, IBLA, CBF, GDCP, UCNN, WN, LI and our method.



Our approach was also qualitatively evaluated using the proposed AUID
dataset. For this, were considered the techniques: Histogram Equalization (HE)
[Komal and Yaduvir 2011], UDCP, IBLA and WN. Figure 4 presents restored underwater
images by our proposed approach and the comparison techniques, regarding the AUID
dataset, enabling the visual assessment of the subaquatic images.

(a)
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(b)
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(c)
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(d)
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(e)
WN

(f)
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Figure 4. Qualitative comparison of restored underwater images on the proposed
AUID dataset. From left to right are presented the raw underwater images
and the results of HE, UDCP, IBLA, WN and our method.

For U45 dataset we can see that some comparison techniques present quality re-
sults, like WN and LI. Nevertheless, aspects like high saturation, low turbidity reduction
and excessive green and blue channel compensation affect the resulting underwater im-
ages. The IBLA method yields restored images highly saturated. The UCDP, IBLA, WN
and LI methods does not reduce the turbidity properly in restored underwater images. Fi-
nally, the UCDP, IBLA and GDCP methods result in excessive green and blue channels
compensation. Regarding UIEB dataset it is possible to observe good results obtained
using the comparison techniques VRE and LI. However, in some scenarios, degraded re-
stored images are generated, like in UCDP, IBLA, GDCP, UCNN and WN methods, with
an excessive green and blue channels compensation. The GDCP, CBF, LI and UCNN
methods, does not reduce the turbidity in restoring process satisfactorily. Finally, the
VRE, LI and CBF methods result in restored images with high saturation. Finally, for the
AUID dataset, the HE, UCDP and IBLA methods does not reduced significantly turbidity
in restored images. The UCDP and WN methods yield images with low contrast, while
the UCDP method generated underwater dark images. Our approach, regarding the pro-
posed U45, UIEB and AUID dataset, achieved visually relevant results, especially due to
the datasets difficulty, demonstrating the effectiveness of the proposed methodology, even
in different subaquatic scenarios.

4.3. Quantitative Evaluation
In this experiment we intend to quantify the accuracy of the proposed approach for un-
derwater image restoration. For this evaluation we have used measurements and metrics
to quantitatively assess and compare the obtained results. For this experiment, have been
used the full reference image quality metrics: Entropy, PSNR and SSIM. More results
regarding non-reference image quality metrics can be found in [Martinho et al. 2024].

In the quantitative analysis, regarding the U45 and UIEB datasets, presented in
the Table 1, are compared the proposed approach and the algorithms VRE, UDCP, IBLA,



Table 1. Full reference image quality assessment regarding Entropy, PSNR and
SSIM on U45 and UIEB image datasets

Method Entropy ↑ PSNR ↑ SSIM ↑
U45 UIEB U45 UIEB U45 UIEB

Raw 6.144 6.939 17.215 19.856 0.538 0.633
VRE 6.597 7.627 22.405 21.277 0.786 0.654

UDCP 5.513 7.109 21.838 23.673 0.684 0.675
IBLA 6.963 7.348 25.674 20.142 0.567 0.653
CBF 5.458 7.423 22.424 26.785 0.794 0.740

GDCP 6.165 7.343 23.601 25.254 0.758 0.788
UWCNN 6.032 6.592 26.879 23.458 0.585 0.677

WN 7.278 7.166 26.386 25.157 0.554 0.785
LI 7.924 7.718 26.714 27.157 0.831 0.756

Ours 7.936 7.784 26.967 27.299 0.847 0.793

Table 2. Full reference image quality assessment regarding Entropy, PSNR and
SSIM on AUID dataset images

Method Entropy ↑ PSNR ↑ SSIM ↑
Raw 4.037 17.522 0.300
HE 4.422 26.048 0.586

UDCP 4.787 25.897 0.411
IBLA 6.475 26.085 0.621
WN 7.100 27.087 0.662
Ours 7.1975 27.553 0.667

CBF, GDCP, UWCNN, WN and LI, using full reference image quality metrics. For the
Entropy, PSNR and SSIM quality metrics the WN and LI restoration techniques pre-
sented the best results among the comparison techniques. Meanwhile, regarding the AUID
dataset, are compared the proposed approach and the algorithms HE, UDCP, IBLA and
WN. From the Table 2, it was possible to verify that for the Entropy, PSNR and SSIM
metrics the WN restoration technique presented the best results among the comparison
techniques. It is important to highlight that our approach overcome all the comparison
techniques, even in very challenging datasets, with high turbidity and low visibility.

5. Conclusion and Future Work

This paper presented an approach to underwater image quality enhancement using deep
learning and intensity transformation techniques. A CNN was used for learning the best
parameters needed for the image transformation functions, such as contrast adjustment,
histogram equalization and gamma correction. By combining these transformations using
the parameters found by the CNN, our approach achieved robust results as presented by
the experiments. In this work we have created a new underwater image dataset, namely
Amazon Underwater Image Dataset (AUID). The AUID dataset is composed by 276 im-
ages from the Urubu river, which is a blackwater tributary of the Amazon river. This
dataset shows the potential for the acquisition and use of underwater images from the
Amazon region, particularly the blackwater rivers. As future directions of this work we



intend to investigate different approaches for underwater image restoration, like using
High Dynamic Range (HDR) in subaquatic scenarios. We also intend to expand the sets
of underwater images in experimental process, in order to propose an invariant to water
condition underwater image restoration technique, addressing the most of the subaquatic
scenarios. We also intend to improve and significantly increase the number of images in
our underwater dataset (AUID).
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