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Resumo. Sistemas de prescri¢do de medicamentos padronizados visam melhorar a legibilidade das instru¢des, mas
ainda hd desafios na sua personalizac¢do. Este trabalho propde uma nova abordagem baseada em Grandes Modelos de
Linguagem com Gera¢do Aumentada de Recuperacido (RAG) utilizando bulas de medicamentos. Testamos trés modelos
em 119 casos ambulatoriais, com instrugdes avaliadas por médicos quanto a adequacdo, clareza e personaliza¢do. Nossa
proposta melhorou significativamente a adequacio (100 vs. 93,0) e a clareza (95,0 vs. 90,0), reduzindo erros e minimi-
zando as alucinagdes. Nossa proposta aumenta a seguranga das instrugdes integrando com informacdes confidveis, mas
a valida¢do humana segue sendo essencial.

Abstract. Prescription systems improve medication treatment by standardizing content and enhancing legibility, but
challenges remain in personalizing instructions. This study proposes and evaluates a new approach based on Large Lan-
guage Models (LLMs) with Retrieval-Augmented Generation (RAG) using patient information leaflets (PIL). Three mo-
dels were tested on 119 outpatient cases, with instructions assessed by physicians for adequacy, clarity, and personali-
zation. Our proposal significantly improved adequacy (100 vs. 93.0) and clarity (95.0 vs. 90.0), reduced errors while
minimizing hallucinations. Our proposal can enhance medication safety by integrating authoritative information, but
human validation remains essential for safe implementation.
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1 Introducao

Os sistemas de prescricdo eletrdnica sao ferramentas impor-
tantes que mesclam tecnologia digital e assisténcia médica,
fornecendo prescricdes claras e padronizadas diretamente as
farmécias. Essa transmissao direta reduz os riscos associ-
ados a pedidos manuscritos ilegiveis, uma fonte comum de
erros de medicagdo Klepser et al. [2016], aderindo a padrdes
regulatorios e de seguranca para garantir a conformidade.
Todavia, sob a perspectiva dos pacientes, a falta de clareza
na linguagem da prescricdo dificulta a compreensdo e pode
confundir os pacientes sobre o uso adequado de seus medica-
mentos Rezende et al. [2020]. Pesquisas destacaram que as
informacdes atuais escritas ao paciente nas prescricdes fre-
quentemente ndo comunicam oS riscos essenciais associados
ao uso indevido de medicamentos Gosselin et al. [2021] de
forma eficaz. Além disso, as inconsisténcias comportamen-
tais entre os prescritores e os dados fragmentados sobre o
uso de medicamentos revelam a necessidade de mais apri-
moramentos no sistema Shiffman et al. [2011]. Além da pa-
droniza¢do, abordar a lacuna no fornecimento de instru¢des
de medicacdo personalizadas, adaptadas a cada paciente é
um fator essencial para melhorar os resultados da assisténcia
médica.

Em um trabalho recente Reis ef al. [2024], exploramos
o potencial dos Grandes Modelos de Linguagem (Large Lan-
guage Models - LLMs) para aprimorar os sistemas de pres-
cricdo eletronica, gerando instru¢des personalizadas sobre
como os pacientes devem usar os medicamentos. Adotando
o padrdo nacional brasileiro de prescri¢do eletronica para
a atencdo primdria, propomos e avaliamos trés diferentes
prompts - genéricos, refinados e com viés mitigado - conside-
rando dois LLMs - um fechado (GPT4) e um aberto (Llama
3.1), em diversos cendrios de pacientes. Os resultados de-
monstraram que as solug¢des baseadas nos LLMs podem for-
necer instrugdes precisas. Além disso, observamos que mo-
delos abertos, como o Llama 3.1, foram capazes de apresen-
tar resultados bastante consistentes. Apesar dos bons resul-
tados, as solugdes avaliadas ainda apresentaram limitacdes
em cendrios complexos que exigem instrucdes altamente es-
pecificas ou condicionais, como medicamentos que exigem
uso prolongado ou restri¢des de uso especificas.

Para mitigar essas limitagdes, nesse trabalho apresenta-
mos uma avancgo introduzindo o uso de Geracdo Aumentada
de Recuperagdo (Retrieval-Augmented Generation - RAG)
Xiong et al. [2024]; Zakka et al. [2024]. O RAG integra in-
formagdes de fontes externas aos modelos, aprimorando sig-
nificativamente o conhecimento contextual disponivel para
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os LLMs durante a preparacdo da prescri¢cdo. Especifica-
mente, propomos o uso do RAG para introduzir informagdes
obtidas por meio das bulas disponibilizadas pela Agéncia Na-
cional de Vigilancia Sanitdria (Anvisa) '. Utilizar todo o
contetdo disponivel no banco de dados da Anvisa € um pro-
cesso computacional caro, que pode aumentar o tempo de
resposta e afetar a qualidade dos resultados ao incluir infor-
macdes irrelevantes para a medica¢do. Dessa forma, propo-
mos uma estratégia de RAG sob demanda, utilizando exclu-
sivamente a secdo especifica relacionada a administracdo da
bula do medicamento prescrito.

Para avaliar nossa abordagem, consideramos 119 cené-
rios ambulatoriais para preparar prescricdes como entrada
para LLMs. Avaliamos as instru¢des do paciente geradas
pelo Llama 3.1 de c6digo aberto, usando um prompt padrao -
modelo 1, prompts aprimorados com orientacao estruturada
- modelo 2 e prompts aprimorados pelo RAG incorporando
informacdes das bulas - modelo RAG. Cinco médicos pon-
tuaram independentemente as instru¢des geradas pelos mo-
delos, avaliando adequag@o, clareza, personalizagdo e quali-
dade em comparag@o com textos de referéncia. Nossos resul-
tados indicaram que a introducdo do RAG melhorou signifi-
cativamente a adequacao das instrug¢des (93,0 vs. 94 vs. 100)
(15,0), clareza (90,0 vs. 92 vs. 95,0 ), para o modelo 1, mo-
delo 2 e modelo RAG, respectivamente. O modelo com RAG
reduziu erros criticos, como instrugdes incorretas e incom-
pletas e imprecisdes factuais. Nossas descobertas ressaltam
o papel da Inteligéncia Artificial na promocao do uso mais
seguro de medicamentos, incorporando informagdes confia-
veis sobre medicamentos, mantendo uma linguagem concisa
e amigdvel ao paciente. A validagdo humana da saida garante
uma implementacdo segura e sem erros.

2 Trabalhos Relacionados

Os Grandes Modelos de Linguagem (Large Language Mo-
dels LLLMs) t€m sido amplamente adotados em vdrias dreas
do conhecimento, inclusive na medicina. Eles ja demons-
traram potencial em tarefas complexas, como a previsao de
possiveis doengas usando dados médicos e informagdes de
sensores de dispositivos inteligentes Yang er al. [2024]. No-
tavelmente, os LLMs também tém desempenhado um papel
significativo nas tarefas de redacdo de notas médicas, garan-
tindo eficiéncia e precisao Goyal et al. [2024]. Entretanto,
sua aplicacdo na prescri¢do médica e no cendrio do presente
trabalho ainda representa um campo emergente repleto de
oportunidades de inovacdo e desenvolvimento.

Em um trabalho recente Reis et al. [2024] exploramos
os LLMs usados para gerar instru¢gdes de medicagdo preci-
sas e personalizadas, com o objetivo de melhorar os sistemas
de prescricdo eletronica. O estudo avaliou uma série de ce-
ndrios ambulatoriais, incluindo doengas cronicas, condigdes
agudas e cuidados preventivos, dentro do sistema brasileiro
de registro eletronico de saide (EHR) para a atengdo prima-
ria a saide. Esses cendrios consideraram diferentes medica-
mentos, vias de administragcdo e condi¢des do paciente. As
interacdes com os LLMs foram estruturadas em trés prompts:
um genérico inicial, uma versao aprimorada que incorporava
sugestdes de contetdo e um prompt estruturado para mitiga-
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¢ao de viés de preconceito Reis er al. [2024]. Nossos resul-
tados indicaram que solucdes baseadas em LLMs utilizando
prompts cuidadosamente elaborados podem gerar instrugdes
adequadas e personalizadas. No entanto, nosso estudo tam-
bém destacou limita¢des, especialmente em cendrios com-
plexos que exigem instrucdes altamente especificas ou con-
dicionais, como medicamentos para uso prolongado ou com
restrigdes especificas. Essas informagdes geralmente estdo
ausentes dos conjuntos de dados de treinamento de mode-
los avancados, como o GPT-4, ou de alternativas de cédigo
aberto, como o LLaMA 3.1, que foram utilizados no estudo
Reis et al. [2024].

Para atenuar a falta de informacdes especificas para um
determinado contexto, a literatura vem utilizando técnicas de
RAG Xiong et al. [2024]; Zakka et al. [2024], que adicionam
informagdes contextuais ao prompt antes de submeté-lo ao
LLM. O RAG ajuda a atenuar problemas como a geracao de
informacdes incorretas ou alucinag¢des, fornecendo respostas
mais precisas e confidveis. Por exemplo, Xiong et al. [2024]
apresentaram o MIRAGE, uma plataforma para comparar
sistematicamente diferentes configuracdes de RAG, avali-
ando seu desempenho em tarefas médicas. Em Zakka et al.
[2024], 0 RAG foi usado para explorar a seguranca dos mode-
los LLM em ambientes clinicos. A proposta envolveu pes-
quisas on-line em varios dominios médicos, integrando in-
formacdes de fontes externas confidveis. A abordagem visa
aumentar a precisao e a confiabilidade das tarefas de pergun-
tas e respostas, permitindo que o modelo tenha acesso a con-
teudo atualizado e relevante para fornecer respostas mais se-
guras e informadas.

Embora o RAG oferega beneficios, sua implementagao
tradicional tem limitagdes. A incorporacdo de varios docu-
mentos como contexto geralmente leva a prompts excessi-
vamente longos, o que pode aumentar a complexidade com-
putacional, reduzir a eficiéncia e comprometer a relevancia
das informacdes fornecidas ao modelo Xiong et al. [2024].
Para superar essas limitagdes, nossa proposta apresenta uma
abordagem eficiente de RAG sob demanda, na qual o geragcao
aumentada é direcionada de acordo com cada medicamento
prescrito, conforme detalhamos a seguir.

3 Proposta

Nossa proposta adota uma abordagem colaborativa, com-
binando o desenvolvimento de um prompt cuidadosamente
planejado e guiado por critérios previamente definidos Reis
et al. [2024] com o uso de RAG para incorporar conheci-
mento especializado.

3.1 Engenharia de Prompt

O principal método de interacdo com os LLMs é por meio
de prompts, uma ferramenta essencial para a geracdo de re-
sultados de alta qualidade Lu er al. [2024], especialmente
quando sdo necessdrias informacdes e instrugdes especificas
para tratar de problemas complexos. O prompt desenvolvido
neste estudo foi projetado para orientar as respostas do mo-
delo de modo a abranger os principais aspectos e atenuar os
erros relatados por Reis et al. [2024]. Com as contribui¢Oes
de especialistas em satude, definimos um conjunto de nove
requisitos essenciais para o desenvolvimento do prompt:
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1. Especificar o nome do medicamento e a
forma de apresentacao usando valores numé-
ricos para doses e concentracoes;

2. Use imperativo para comandos;

3. Fornecer instru¢des com base na via de admi-
nistracao;

4. Seguir a ordem cronoldgica das agdes que o
paciente deve executar;

5. Mencionar quaisquer etapas de preparacio
antes de explicar como administrar o medi-
camento;

6. Indicar requisitos especiais de armazena-
mento, se aplicdvel;

7. Especificar a frequéncia, a hora do dia e se o
medicamento deve ser tomado nas refeicdes
ou eventos didrios;

8. Para tratamento de longo prazo, aconselhar o
paciente a procurar atendimento médico an-
tes de concluir a prescricao.

9. Instruir o paciente a armazenar o medica-
mento com segurancga, fora do alcance das
criangas e em sua embalagem original, e ndo
compartilhd-lo com outras pessoas.

Esses requisitos foram usados para aprimorar a comu-
nicacdo com o LLM por meio da engenharia de prompts,
que consiste em desenvolver estrategicamente a entrada e
estruturd-la para orientar o modelo na geracdo de respostas
alinhadas com os resultados desejados. Por meio de um pro-
cesso iterativo intensivo que envolveu sucessivas tentativas
e ajustes, desenvolvemos um prompt otimizado, com o ob-
jetivo de produzir prescricdes de medicamentos que fossem
claras e adequadas, na tentativa de tornd-las facilmente com-
preensiveis para os pacientes. O prompt resultante desse pro-
cesso € apresentado a seguir.

1. Vocé € um médico que deve fornecer instrugdes diretas
e objetivas.

2. Comece se dirigindo a pessoa pelo nome dela.

3. Apresente o medicamento exatamente como consta na
entrada, incluindo a forma de apresentacdo, usando nu-
meros para indicar dose, concentrag@o e duragao do uso.

4. Se houver alguma preparagdo incluida nas informacdes
do medicamento, mencione-a antes das instrugdes de
uso do medicamento.

5. Substitua a palavra genérica “tomar” por uma palavra
que seja consistente com a via de administracao do me-
dicamento.

6. Nao instrua a pessoa a remover a embalagem se o me-
dicamento ndo for uma cdpsula ou comprimido.

7. Se houver algum tipo especial de armazenamento nas
informacdes do medicamento, mencione-o.

8. Apresente as instru¢cdes no modo imperativo e nao re-
force a necessidade de usar o medicamento.

9. Evite jargdes técnicos.

10. Apresente cada acdo que o paciente deve realizar em
ordem cronoldgica.

11. Nao mencione o médico ou terceiros ou interacdes me-
dicamentosas.

12. Fornega instru¢des de uso de acordo com a via de ad-
ministrag@o, por exemplo, para uso oral, indique liquido
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suficiente para engolir, avise para ndo abrir a cdpsula
ou dividir o comprimido; se 0 medicamento for liquido,
indique a quantidade da dose e como medi-la; para cre-
mes, pomadas e géis, indique o tamanho da drea de apli-
cacao.

13. Nao repita palavras.

14. Nao use excessivamente a palavra “comece”.

15. Especifique o nome completo da via de administracao,
por exemplo, inalag¢do oral.

16. Nao mencione validade ou prazo de validade.

17. Sempre informe o nome completo do medicamento.

18. Exemplo: Ana Beatriz, tome 1 comprimido de medica-
mento de 300 mg a cada 8 horas. Retire o comprimido
da embalagem somente quando for toma-lo e tome-o
com 4gua para que voc€ engula o comprimido inteiro,
sem esmagd-lo ou mastigd-lo. Continue por 7 dias.

As linhas 2 a 7 do prompt atendem aos seis primeiros re-
quisitos definidos. O prompt também inclui solicita¢des que
ndo estdo diretamente relacionadas a nenhum dos requisitos,
progressivamente adicionados durante o processo iterativo
para atenuar os vieses identificados nos testes. Um exem-
plo foi a necessidade de evitar instrug¢des repetitivas como
“Comece a tomar...”, ajustado na linha 14 do prompt. Para
cumprir o requisito 7, foi criada uma tabela de sugestdes de
cronograma baseada na dosagem prescrita, superando limi-
tagdes matemdticas dos LLMs. O requisito 8 foi tratado com
uma condicao para inserir um alerta sobre renovacao da pres-
cricdo, caso a duracdo do uso seja indeterminada. O requisito
9, aplicavel a todas as prescrigdes, foi incorporado da mesma
forma.

3.1.1 Retrieval-Augmented Generation (RAG)
Procuramos reduzir a complexidade do prompt, aumentando
a probabilidade de o modelo atender a todos os requisitos
estabelecidos com maior precisdo e consisténcia. Apesar
desses esfor¢os, varios medicamentos t€m prescricdes mais
complexas devido as suas caracteristicas particulares, que
podem ndo estar totalmente representadas nos dados usados
no treinamento original do LLM. Para superar isso, propo-
mos o uso da técnica RAG, que visa melhorar o desempenho
do modelo ao incorporar informagdes de fontes externas, en-
riquecendo significativamente os dados contextuais disponi-
veis para o LLM durante a geracdo de instru¢gdes. A Figura
1a apresenta uma representag@o visual do processo.
Primeiramente realizamos a coleta no site da Anvisa
das bulas de informagdes ao paciente para todos os medi-
camentos disponibilizados e armazenamos localmente. Re-
alizar um tnico RAG com todo o contetido para o LLM &
um processo computacional caro, podendo aumentar signi-
ficativamente o tempo de resposta e afetar a qualidade dos
resultados ao incluir informagdes irrelevantes para a medica-
cdo. Para resolver esse problema, adotamos uma estratégia
de RAG sob demanda. Nesse método, quando um medica-
mento € prescrito, procuramos exclusivamente a bula do pa-
ciente desse medicamento especifico em nosso banco de da-
dos. Ainda sim, essa bula pode conter uma quantidade subs-
tancial de informagdes que ndo sdo relevantes para o cendrio
especifico. A inser¢@o dessas informagdes na integra poderia
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Figura 1. Processo Completo de Retrieval-Augmented Generation (RAG)

afetar negativamente a precisdo do modelo ou resultar em um
excesso de detalhes técnicos complexos, o que poderia preju-
dicar a compreensdo do paciente. Outro problema € o risco
de o paciente ndo aderir ao tratamento devido a apresenta-
¢do excessiva dos efeitos colaterais, que, embora relatados,
geralmente sdo raros. Portanto, aprimoramos nossa aborda-
gem com uma etapa adicional. Em vez de incorporar toda a
bula ao LLM, fornecemos ao LLLM apenas a se¢io especifica
relacionada a administragdo. Para isso, extraimos informa-
¢oes textuais da bula, segmentando-a em partes de igual ta-
manho. Cada bloco foi posteriormente convertido em uma
representacdo vetorial. Para garantir que apenas a secdo cor-
respondente as instru¢des de uso fosse selecionada, aplica-
mos a métrica de distancia de cosseno para identificar os dois
pedacos cuja representacao vetorial estava mais proxima da
frase “6. Como devo usar este medicamento?”’. Mesmo essa
se¢do especifica que trata de como o medicamento deve ser
usado ainda € bastante densa e grande. A execu¢do do RAG
com essas informagdes ainda poderia impedir que o LLM ex-
trafsse e usasse informacdes essenciais para gerar as instru-
¢des. Assim, nossa proposta introduziu uma nova etapa antes
da RAG propriamente dita, na qual as informag¢des extraidas
da bula foram resumidas pelo LLM, conforme ilustrado na
Figura 1b. As informacdes extraidas dessa etapa sdo adici-
onadas ao prompt que solicita a gerac@o de instrucdes. Essa
abordagem busca equilibrar a necessidade de detalhes com a
clareza e a facilidade de uso das informacdes fornecidas. A
seguir, detalhamos como avaliamos nossa proposta.

4 Avaliagao Experimental

4.1 Ambiente Experimental
4.1.1 Casos Clinicos

Para avaliar a aplicabilidade das nossas propostas, criamos
um banco de dados com casos clinicos hipotéticos, elabora-
dos com auxilio de cinco profissionais de satide altamente
experientes, com autoridade prescritiva e mais de 20 anos
de experiéncia em prescricdes médicas, especialistas em in-
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formatica em sadde, farmacéuticos e linguistas aplicados.
As prescri¢cdes de medicamentos simuladas foram modela-
das com base no padrio do e-SUS nacional®. O sistema for-
nece aos prescritores acesso completo ao histérico de medi-
camentos de um paciente, permitindo que eles prescrevam
medicamentos especificos usando menus estruturados para
selecionar o nome da marca, a concentracdo, a dosagem, a
via de administracdo, a frequéncia de uso e a quantidade. A
base de dados contém 83 prescri¢oes, 39 (47%) para paci-
entes do sexo feminino e 44 (53%) para pacientes do sexo
masculino, com 83 principios ativos em 12 formas de apre-
sentacdo diferentes indicadas para oito vias de administragao
distintas. Essas prescri¢des foram selecionadas para abran-
ger vérias condi¢cdes médicas e opcdes de tratamento, pro-
porcionando uma avaliagdo abrangente do protétipo do soft-
ware. Das prescricdes, 61 (73,5%) eram para uso temporario
e 22 (26,5%) para uso prolongado.

4.1.2 Repositorio de Bulas

Realizamos uma coleta, no site da Anvisa, das bulas dos me-
dicamentos correspondentes aos 83 principios ativos. Cada
bula foi processada e armazenada em sua forma vetori-
zada. A vetorizacdo consiste em transformar o texto origi-
nal da bula, segmentado em partes, em representacdes ve-
toriais (numéricas), utilizando o modelo multilingual M3-
Embedding Chen et al. [2024]. Esse processo busca capturar
as informagdes mais relevantes de cada se¢do e suas carac-
teristicas, facilitando seu uso em métodos de aprendizado de
madquina e recuperacio de informacdes.

4.1.3 Metodologia de Avaliagdo

Para cada uma dos 83 casos clinicos criados, as instrugdes
elaboradas pelos especialistas, consideradas nosso padrao de
referéncia, foram comparadas com instrucdes produzidas por
trés modelos baseados em LLMs, todos instanciados utili-
zando o LLM Llama 3.1 com 8b de pardmetros: (a) aborda-
gem com o melhor resultado relatado em Reis et al. [2024]
(“Llama3.1 8b Modelo 17); (b) abordagem utilizando o LLM
com prompt apresentado na se¢ao 3.1 (“Llama3.1 8b Modelo
2”); e abordagem utilizando o LLM com nossa proposta de
RAG (“Llama3.1 8b Modelo RAG”). A escolha pelo Llama
3.1 8b se deu por ser um LLLM de cédigo aberto, e portanto re-
produtivel, e com resultados muito préximos de opg¢des pro-
prietarias, como GPT 3.4, conforme relatamos em Reis et al.
[2024]. As instrugdes geradas foram avaliadas por cinco mé-
dicos experientes, chamados de juizes, de forma justa e im-
parcial. O Conselho Nacional de Pesquisa do Brasil aprovou
o estudo (CAAE: 78883924.7.0000.5149). No total, foram
realizadas 357 andlises, 119 para cada modelo mencionado.
A distribui¢do das avaliacdes seguiu um esquema em que
quatro juizes realizaram 24 andlises por modelo, enquanto
um juiz realizou 23 andlises. Para garantir uma base consis-
tente e comparativa, nove avaliacdes foram comuns a todos
0s juizes.

4.1.4 Critérios de Avaliagao

Os juizes avaliaram quatro critérios: (1) Adequacao: refere-
se a capacidade do modelo de gerar respostas precisas e ade-
quadas ao objetivo, ao contexto e as necessidades do usud-
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rio; (2) Clareza: estd relacionada a capacidade do modelo
de apresentar informagdes de forma compreensivel, organi-
zada e sem ambiguidades; (3) Personalizacio: esta relacio-
nada a capacidade do modelo de gerar linguagem relevante
e eficaz para tornar a interacdo natural, pratica e alinhada
com o objetivo do usudrio; e (4) Comparacao: avalia até
que ponto as instrugdes geradas pelos modelos sdo melho-
res do que o padrdo ideal na visdo do avaliador. Para todos
eles, foram considerados valores entre 0 e 100, onde quanto
mais préximo de 100, melhor a avaliagdo. Uma excecdo € o
critério Comparacao em que o valor 50 significa que a saida
do modelo € equipardvel ao padrao de referéncia. Os juizes
também relataram seu grau de Confianca, que corresponde a
capacidade autopercebida de analisar criticamente as instru-
¢des geradas. O quinto critério (similaridade) foi avaliado de
forma automadtica aplicando-se a Similaridade de Cosseno
para medir a proximidade entre o texto gerado por um dos
modelos e o padrdo de referéncia, resultando em um valor
entre -1 e 1. Por fim, os juizes também puderam classificar
os erros encontrados nas instru¢des em sete tipos, com base
em Tam et al. [2024]: Tipo 1 - instru¢cdes podem levar ao
uso incorreto deste medicamento; Tipo 2 - instrugdes de uso
sao contraditorias ou vagas; Tipo 3 - falta de instrucdes es-
sencias para uso; Tipo 4 - hd erros factuais (ndo médicos);
Tipo 5 - hd instrugdes que nio sdo apoiadas por evidéncias
cientificas; Tipo 6 - hd instru¢des ndo solicitadas; e Tipo 7 -
hd alucinagdes (informagdes fabricadas/inventadas). Os tes-
tes pareados de Friedman compararam as medianas e o teste
post-hoc de Bonferroni forneceu comparagdes entre pares.
Com relag@o aos tipos de erro do LLM, os juizes atribuiram
sim/ndo para sete tipos de erros, de acordo com a taxonomia
de Roy et al. [2024]. O teste McNemar-Bowker avaliou a
frequéncia de homogeneidade marginal dos erros. As pro-
porcdes e diferencas medianas sdo relatadas juntamente com
seus intervalos de confianca de 95% (IC 95%) e Intervalo
Interquartil (IQR).

4.2 Andlise dos Resultados

Primeiramente, focamos nossas analises nos resultados rela-
cionados aos critérios de avaliagcdo, apresentados na Tabela
1. Os resultados indicaram que, para dois dos cinco aspec-
tos analisados (similaridade e personaliza¢do), ndo houve di-
ferencas estatisticamente significativas entre o desempenho
dos modelos avaliados. Entretanto, destaca-se o desempenho
do Modelo 1, que, apesar de utilizar um prompt menos elabo-
rado e também nao utilizar técnicas adicionais (RAG), con-
seguiu resultados compardveis aos outros modelos. Para os
outros trés aspectos restantes (adequacgdo, clareza e compa-
racdo), foram observados diferencas relevantes entre os mo-
delos, em que, para quantificar essas diferencas, foram rea-
lizados testes estatisticos de comparagdo par-a-par, possibi-
litando uma andlise mais aprofundada do desempenho rela-
tivo de cada abordagem nos critérios avaliados. Com essas
andlises, foi possivel observar as melhorias provenientes do
modelo com uso de RAG, principalmente se comparado ao
Modelo 1. O uso de RAG resultou no melhor desempenho ao
analisar o aspecto Adequacdo, considerado crucial por estar
relacionado a adequagdo dos resultados do modelo para a ta-
refa em questdo, analisando detalhes essenciais na prescrigdo
gerada, como instrugdes corretas para uso do medicamento.

Reis et al. 2025

Na andlise que corresponde a comparacao entre as instrugoes
geradas pelo modelo e o padrdo de referéncia (Comparacdo),
nossa proposta baseada em RAG apresenta instrugdes equi-
parados as geradas por especialistas, além de também serem
as mais claras.

Nossa segunda andlise focou na classificagao dos erros
identificados pelos juizes. Um erro foi considerado presente
em uma prescri¢ao apenas quando apontado pela maioria dos
avaliadores, ou seja, por pelo menos trés dos cinco especia-
listas envolvidos na avaliacdo. A distribuicdo do nimero de
erros por modelo estd presente na Tabela 2.

O erro tipo 1 se destaca como o mais preocupante do
ponto de vista médico. Esse tipo de erro ocorre quando o mo-
delo gera informagdes que podem induzir o paciente ao uso
incorreto do medicamento, potencialmente comprometendo
a eficdcia do tratamento ou causando complicac¢des a satde.
Os resultados relacionados ao erro tipo 1 demonstraram uma
melhora significativa com o uso de nossa abordagem com
LLM (Llama 3.1) com RAG quando comparado aos outros
modelos, reduzindo significativamente a quantidade de erros.
O erro tipo 2 estd relacionado a capacidade dos modelos em
gerar uma conclusio vaga ou incorreta. E possivel ver uma
melhora, principalmente, da efetividade de um prompt bem
elaborado no processo, onde o quantitativo de erros diminuiu
drasticamente do Modelo 1 para o Modelo 2. O uso de nossa
abordagem RAG consegue reduzir ainda mais as ocorréncias
de erros tipo 2. O erro tipo 3 refere-se a auséncia de in-
formacdes essenciais para o uso correto da medica¢do. Nos
resultados obtidos, € possivel observar que ha um empate es-
tatistico entre os Modelos 1 e 2, ou seja, apenas a engenha-
ria de prompt ndo foi suficiente para amenizar esse tipo de
erro. Entretanto, € notdvel a diferenca significativa da quan-
tidade desse erro entre o Modelo 2 € o Llama 3.1 com RAG,
demonstrando, novamente, como a técnica contribui positi-
vamente para aperfeicoar as saidas geradas. O erro tipo 4
corresponde a falhas pontuais, como erros de escrita ou ope-
racOes matemadticas incorretas. Apesar de haver um empate
estatistico entre 0 Modelo 1 e o Modelo 2, hd uma diferenga
estatistica entre os resultados do Modelo 1 e do Llama 3.1
com RAG, reforcando a efetividade das técnicas empregadas.
O erro tipo 5 diz respeito a falhas metodoldgicas especificas
ao medicamento, caracterizadas por instru¢des inadequadas
ao contexto da prescri¢do. Um exemplo seria orientar o paci-
ente a tomar o medicamento “em caso de melhora”, mesmo
quando o uso correto seria em uma situagdo especifica, como
em caso de febre. Como evidenciado na tabela, o quantita-
tivo deste erro foi extremamente baixo, além de nao haver
diferenca estatistica significativa entre os resultados dos mo-
delos. O erro tipo 6 retrata situagdes em que o modelo retor-
nou informagdes nao solicitadas, como dados sobre validade
ou interagdes medicamentosas. Para esse tipo de erro, a en-
genharia de prompt resultou em uma melhora significativa,
de acordo com os testes estatisticos, em que o desempenho
do Modelo 2 foi superior ao do Modelo 1. Entretanto, com
o uso de RAG, houve empate estatistico entre o Modelo 1. E
possivel que a falta de melhora seja devido a dificuldade do
modelo de lidar com uma quantidade maior de informacgdes,,
fazendo-o agregar informacdes nao desejadas nas saidas ge-
radas. O erro tipo 7 refere-se a casos em que o modelo ge-
rou alucinagdes, apresentando informacdes completamente
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Tabela 1. Avaliacio dos modelos sob diferentes critérios. *Teste pareado de Friedman. Comparago par-a-par com teste Bonferroni entre: 'Llama3.1 8b
Modelo 1 e Llama3.1 8b Modelo 2; 2Llama3.1 8b Modelo 1 e Llama3.1 8b Modelo RAG; e 3Llama3.1 8b Modelo 2 e Llama3.1 8b Modelo RAG.

Llama3.1 8b Llama3.1 8b Llama3.1 8b Comparacdo

Modelo 1 Modelo 2 Modelo 3 entre modelos* P-valor! P-valor? P-valor®
(n=83) (n=83) (n=83)
Similaridade, mediana (IQR) 91.4 (5.4) 93.8 (5.2) 94.3 (5.3) 0.064
Adequacgado, mediana (IQR) 93.0 (40.0) 94.0(53.3) 100 (15.0) 0.001 0.815 <0.001 <0.001
Clareza, mediana IQR)  90.0 (60.0) 92.0 (55.0) 95 (24.0) 0.012 0326 0008  0.091
Personalizacdo, mediana (IQR) 95.0 (20.0) 95 (35.0) 100 (10.0) 0.052
Comparacio, mediana (IQR) 44 (35) 47 (27.0) 50 (21.0) 0.026 0.239 0.010 0.157

Tabela 2. Erros nos resultados gerados pelos diferentes modelos. Teste de McNemar-Bowker para: ! Modelo 1 vs. Modelo 2; 2 Modelo 1 vs. Modelo

RAG. 3 Modelo 2 vs. Modelo RAG:; ... Imensurdvel

Llama3.1 8b

Modelo 1
(n=83)

Erro tipo 1: Uso incorreto do medicamento
Erro tipo 2: Instrugdes contraditdrias ou vagas
Erro tipo 3: Falta de instrucdes essenciais
Erro tipo 4: Erros factuais (ndo médicos)
Erro tipo 5: Instrugdes sem evidéncias cientificas
Erro tipo 6: Instrugdes ndo solicitadas

31 (37.3%) [27.4-48.0
31 (37.3%)[27.4 - 48.0
25 (30.1%)[21.0 - 40.5
17 (20.5%)[12.8 - 30.0
0(0%) [0.0-0.23]
9 (10.8%) [5.4 - 18.7]
Erro tipo 7: Alucinagdes (informagdes inventadas/fabricadas) 10 (12.0%) [6.2 - 20.2]

Llama3.1 8b Llama3.1 8b
Modelo 2 Modelo 3 P-valor! P-valor? P-valor®
(n=83) (n=83)

] 24 (28.9%) [19.9 - 39.2] 14 (16.9%) [9.9 - 25.9] 0.143 <0.001 0.013
] 18 (21.7%)[13.8 - 31.3] 16 (19.3%)[11.8 - 28.6] 0.019  0.014  0.832
1 28 (33.7%)[24.2 - 44.3] 16 (19.3%)[11.8 - 28.6] 0.678  0.078  0.017
] 8(9.6%) [45-172] 3(3.6%) [09-9.1] 0.078 0.001 0.180

0 (0%) [0.0-0.23] 2 (2.4%) [0.4-7.3]

1(1.2%) [0.1-52] 6(7.2%) [2.9-14.1] 0.021 0.549 0.125

6 (7.2%) [29-14.1] 4 (4.8%) [1.5-10.8] 0.388 0.180 0.687

descorrelacionadas com o pedido original. Novamente, para
esse tipo de erro, ndo foram observadas diferencas estatisti-
camente significativas entre os modelos, todavia, em termos
absolutos, o modelo com RAG teve apenas 4 ocorréncia den-
tre todas as 83 analisadas, o que pode ser considerado um
resultado muito robusto.

5 Conclusoes e Trabalhos Futuros

Este artigo visa promover o uso seguro e eficaz de medica-
mentos por meio de uma solugdo baseada em LLMs, integra-
das com uma estratégia de Retrieval-Augmented Generation
(RAG) que melhora significativamente o contexto fornecido
aos LLMs durante a preparacdo da prescri¢do utilizando in-
formacdes das bulas fornecidas pela Anvisa. Nossa solucdo
identifica o trecho mais relevante de uma bula referente ao
contexto especifico da prescri¢do para realizar o enriqueci-
mento. Avaliamos a aplicabilidade da proposta considerando
um conjunto de prescri¢des de casos clinicos hipotéticos, cri-
ados por experientes profissionais de satde. Cinco avaliado-
res médicos realizaram uma comparagdo dessas prescrigdes
manuais com as geradas por nossa proposta. Os resultados
dessa avaliag¢do destacam o potencial dos LLMs como ferra-
mentas capazes de auxiliar significativamente os processos
de comunicacdo na drea da satide. Este estudo demonstra que
mesmo os modelos de cédigo aberto com nimero menor de
parimetros menores podem obter resultados satisfatérios na
geracdo de prescrigdes, especialmente com a integragdo de
RAGs. Como trabalhos futuros, pretendemos ampliar a pro-
posta considerando e comparando outros LLMs de cédigo
aberto recentes, como o DeepSeek, bem como avaliar outras
informagdes das bulas que podem ser usadas pelo RAG. Por
fim, pretendemos realizar uma avaliacdo muito mais ampla,
considerando vdrios profissionais de saude.
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