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Resumo. O Reconhecimento de Entidades Nomeadas (REN) é uma tarefa central do Processamento de Linguagem
Natural (PLN), mas ainda limitada no portugués pela escassez de recursos. Este estudo analisa o fine-tuning de variantes
base, largas e destiladas dos modelos BERT e RoBERTa, em configura¢cdes multilingues e monolingues, usando os
conjuntos Harem, LeNER-Br e GeoCorpus. O XLM-RoBERTa-large obteve F1-scores de 83,8% no Harem e 92,3% no
LeNER-Br, enquanto o BERT-large-cased alcancou 87,8% no GeoCorpus, superando as baselines em até cinco pontos
percentuais. Modelos multilingues mostraram melhor adaptabilidade e as versdes destiladas mantiveram desempenho
competitivo com menor custo computacional. Os resultados evidenciam que o ajuste fino de grandes modelos pré-treinados
€ uma estratégia eficaz para impulsionar o REN em portugués.

Abstract. Named Entity Recognition (NER) is a core task in Natural Language Processing (NLP), yet its progress in
Portuguese is still hindered by scarce resources. This study examines the fine-tuning of base, large and distilled variants
of BERT and RoBERTa models, in both multilingual and monolingual configurations, using the Harem, LeNER-Br and
GeoCorpus datasets. XLM-RoBERTa-large achieved F1 scores of 83.8% on Harem and 92.3% on LeNER-Br, while
BERT-large-cased reached 87.8% on GeoCorpus, outperforming the baselines by up to five percentage points. Multilingual
models showed greater adaptability, and distilled versions maintained competitive performance with lower computational
cost. The results demonstrate that fine-tuning large pre-trained models is an effective strategy for advancing NER in

Portuguese.
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1 Introducao

O Reconhecimento de Entidades Nomeadas (REN), exem-
plificado na Figura 1, é uma tarefa essencial no Processa-
mento de Linguagem Natural (PLN), voltada a identificacio
automdtica de mengdes a entidades textuais, como pessoas,
locais, organizacdes, entre outras. Desse modo, entende-se
que REN € uma peca-chave para vérias aplicagdes, incluindo
sistemas de busca, andlise de sentimentos e sumarizagdo. Ape-
sar da sua relevancia, os avancos mais expressivos na drea
concentram-se na lingua inglesa, onde hd ampla disponibili-
dade de dados anotados e modelos especificos Pereira [2021];
de Almeida Neto and de Melo [2023]; Pires et al. [2019].

No contexto da lingua portuguesa, ainda hd uma notavel
caréncia de recursos linguisticos, especialmente em dominios
técnicos e especializados. A escassez de corpora anotados e
de modelos ajustados ao idioma limita a criagdo de solucdes
robustas, o que for¢a o uso de alternativas, como tradugao
automadtica, que nem sempre capturam adequadamente as nu-
ances morfossintaticas e culturais do portugués Souza et al.
[2020]. Essa limitagdo representa um obstdculo para a ampli-
acdo do PLN na lingua e refor¢a a necessidade de investigar

abordagens que possibilitem adaptar modelos modernos a
contextos com poucos recursos Hedderich et al. [2021].

Este trabalho investiga o fine-tuning de variantes BERT
e RoBERTa aplicadas a REN em portugués, considerando
diferentes tamanhos de modelo (base, destilado e largo), tem-
pos de treinamento, composicdo multilingue e capitalizacao.
Os experimentos foram conduzidos sobre os conjuntos Ha-
rem Santos et al. [2006], LeNER-Br de Araujo et al. [2018]
e GeoCorpus Amaral [2017], com andlise comparativa dos
resultados frente as baselines propostas. Os modelos XLM-
RoBERTa-large e BERT-large-cased obtiveram os melhores
F1-scores, os quais superaram as abordagens propostas nos
trabalhos que contém as baselines. Os resultados também evi-
denciaram que os modelos multilingues apresentaram maior
adaptabilidade a diferentes dominios, e que os modelos des-
tilados mantiveram desempenho competitivo em classes fre-
quentes, mesmo com menor custo computacional.

A andlise mostra que modelos largos capturam melhor
nuances contextuais, enquanto os multilingues demonstram
maior adaptabilidade a diferentes dominios. Modelos des-
tilados, por sua vez, mantém desempenho competitivo em
classes frequentes, sendo vantajosos em cendrios com res-
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Figura 1. Exemplo de Tarefa de REN.

tri¢cdo de recursos computacionais. A investigacdo também
destaca o impacto da capitalizacdo, com modelos cased supe-
rando versdes uncased em entidades sensiveis a grafia. Por
fim, este trabalho busca oferecer subsidios para pesquisas
futuras que explorem o fine-tuning de modelos pré-treinados
como alternativa vidvel frente a escassez de recursos para o
portugués.

O artigo estd estruturado da seguinte forma: a Secdo 2
apresenta os trabalhos relacionados. A Secdo 3 descreve a
metodologia. A Secdo 4 detalha os experimentos e resultados.
Por fim, a Secdo 5 apresenta as conclusdes e direcdes futuras.

2 Trabalhos Relacionados

Diversos estudos recentes tém investigado o REN em por-
tugués em diferentes contextos. Modelos BERT foram apli-
cados a textos legislativos Albuquerque et al. [2022], en-
quanto documentos histéricos foram explorados com Trans-
formers Santos et al. [2024]. Um corpus voltado ao mercado
financeiro foi desenvolvido em Zerbinati et al. [2024], € o
BERTimbau Souza et al. [2020] foi utilizado para REN em
textos médicos historicos Zilio et al. [2024]. Ademais, o con-
texto académico foi abordado em Matos et al. [2024]. Embora
relevantes, esses trabalhos geralmente focam em um tinico
dominio ou modelo. Este estudo amplia essa perspectiva ao
comparar sistematicamente variantes base, largas e destiladas
de BERT e RoBERTa, em versdes multilingues e monolin-
gues, oferecendo uma visao mais abrangente sobre a aplicacio
de modelos pré-treinados em REN no portugués ajustados a
diferentes datasets.

Como baselines, destacam-se a combinacdo de
Word2Vec com BERT e BiLSTM-CREF aplicada aos con-
juntos Harem e LeNER-Br da Silva and de Oliveira [2022],
bem como o fine-tuning do modelo BERTimbau ao dataset
GeoCorpus Rodrigues et al. [2022]. Estas abordagens sio
utilizadas como referéncia para avaliar o desempenho dos
modelos ajustados neste trabalho.

3 Metodologia

Esta secdo apresenta os procedimentos metodolégicos adota-
dos no estudo, desde a preparacdo dos dados até a avaliacdo
dos modelos. As etapas detalhadas a seguir incluem: Con-
junto de Dados, Pré-processamento, Fine-tuning dos Modelos
e Métricas de Avaliacdo.

3.1 Conjuntos de Dados

Para esta pesquisa, foram utilizados trés conjuntos de dados
em portugués, previamente empregados em estudos de REN,
devido ao seu grande volume e diversidade temética, garan-
tindo sua adequacdo aos objetivos deste estudo. Os datasets
sdo apresentados com mais detalhes a seguir.

3.41.1 Harem

O Harem' é um corpus em portugués com cerca de 93 mil
palavras, distribuidas em 129 textos de diferentes géneros
literarios e anotado com 10 classes de Entidades Nomeadas
(EN), conforme a Tabela 1 Santos et al. [2006]. A divisdo dos
dados segue a proposta em Souza et al. [2020], com 4.505
exemplos de treino (55%), 237 de validacdo (3%) e 3.393 de
teste (42%). O conjunto apresenta forte desbalanceamento,
tornando a tarefa mais desafiadora.

3.1.2 LeNER-Br

O LeNER-Br? é um conjunto de dados em portugués desti-
nado a tarefa de REN em documentos juridicos. Composto
por textos de legislacdo e casos juridicos, possui 70 documen-
tos legais de tribunais brasileiros, como o Supremo Tribunal
Federal (STF) e Tribunal de Contas da Unido (TCU). A di-
visdo dos dados, conforme disposto na Tabela 2, respeitou a
particdo definida pelos proponentes desse conjunto de dados,
com 7.828 exemplos para treino (75%), 1.177 para validacio
(11%) e 1.390 para teste (14%) de Araujo et al. [2018].

3.1.3 GeoCorpus

0 GeoCorpus® é um corpus aberto de textos técnicos de geo-
ciéncias — incluindo artigos, dissertagdes, teses e relatorios
— de uma empresa multinacional de petréleo, focado nas
Bacias Sedimentares Brasileiras Amaral [2017]. O dataset
contém mais de 6 mil sentencas e cerca de 5,5 mil EN em
14 classes Rodrigues et al. [2022]. Os dados sdo divididos
em 4.404 exemplos de treino (74%), 328 de validacdo (5%) e
1.253 de teste (21%). A tabela 3 ilustra as especificacdes do
dataset.

3.2 Pré-Processamento

O pré-processamento envolveu a tokenizacao e codificacio
dos dados conforme o modelo: AutoTokenizer foi usado para
variantes BERT, enquanto o RobertaTokenizerFast, mais efici-
ente para tokenizacao Byte Pair Encoding (BPE), foi aplicado
aos modelos ROBERTa Wang ef al. [2022]. As anotacgdes
seguiram o esquema BIO, marcando inicio (B), continuacdo
(D ou auséncia (O) de entidades. Tokens especiais foram
ignorados no célculo da perda ao receberem o rétulo -100.
Os tokens foram vetorizados com embeddings contextuais
dos modelos pré-treinados, adaptados ao portugués via fine-
tuning, permitindo ao modelo capturar relacdes entre fokens
e entidades.

3.3 Fine-Tuning dos Modelos

Foram ajustados modelos, obtidos no Hugging Face* para os
trés conjuntos (Harem, LeNER-Br e GeoCorpus), incluindo
variantes base — XLM-RoBERTa-base (XLMR-B), BERT-
base-multilingual-uncased (BERT-BMU) e cased (BERT-
BMCQ); destiladas — DistilRoBERTa (DistilR), DistilBERT-

"https://github.com/jneto04/ner-pt
*https://huggingface.co/datasets/peluz/lener_br
3https://github.com/jneto04/geocorpus
“https://huggingface.co/
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Classe Descricao Exemplos Treino Validacdo Teste
ABS  Abstragio Justica, Felicidade 698 37 613
ACO  Acontecimento  Guerra, Conferéncia 403 15 205
COI Coisa Livro, Carro 162 16 241
LOC  Localizagao Brasil, Rio de Janeiro  1.790 95 1261
OBR  Obra Dom Quixote, Biblia 638 74 542
ORG  Organizacgio ONU, Google 1.580 116 1.212
OTR  Outro Eclipse, Cometa 59 8 31
PER Pessoa Jodo, Maria 1.814 87 1.534
TMP  Tempo 2023, Segunda-feira 708 52 594
VAL  Valor 100 dolares, 50 reais 867 43 599

Tabela 2. Especificagdes por classe do conjunto de dados LeNER-Br.
Classe Descricao Exemplos Treino Validacao Teste
JURISPRUDENCIA  Jurisprudéncia Stimula 11 3.990 766 683
LEGISLACAO Legislacdo Lei Maria da Penha 13.058 2.628 2.688
LOCAL Localizacao Sao Paulo, Brasil 1.432 259 147
ORGANIZACAO Organizacao Supremo Tribunal Federal  6.674 1.611 1.370
PESSOA Pessoa Jodo Silva 4.619 901 742
TEMPO Tempo 15 de agosto de 2023 2.354 554 271
Tabela 3. Especificacdes por classe do conjunto de dados GeoCorpus.

Classe Descricao Exemplo Treino Validacdo Teste
EON Eon Fanerozoico 245 59 99
ERA Era Paleozoica 275 55 106
IDA Idade Asseliano 590 56 180
OTR Outro oncoides 865 56 241
PRD Periodo Rhyaciano 502 65 132

bacSED  Bacia Sedimentar Bacia de Irecé 475 51 170
ctxGBAC  Contexto Geolédgico de Bacia sistema tafrogé€nico 470 64 146
sedCARB  Rocha Sedimentar Carbondtica  calcarenitos 264 61 109
sedORGN  Rocha Sedimentar Orgénica Carvao 62 49 52
sedQUIM  Rocha Sedimentar Quimica sucessdes evaporiticas 58 53 53
sedSLCT  Rocha Sedimentar Silicicldstica  diamictito 737 65 182
uniESTG  Unidade Litoestratigrafica Supergrupo Espinhaco 945 88 254

uncased (DistilBU) e DistilBERT-multilingual-cased (Dis-
tiIBMC); e largas — BERT-large-cased (BERT-LC), uncased
(BERT-LU) e XLM-RoBERTa-large (XLMR-L). Buscaram-
se versoes largas e destiladas equivalentes aos modelos base,
mas nem todas estio disponiveis como multilingues. Os mo-
delos multilingues usados foram XLMR-B, XLMR-L, BERT-
BMU, BERT-BMC e DistilBMC.

O fine-tuning foi realizado no Google Colab (GPU T4),
com Transformers 4.41.1 e PyTorch 2.1.2, taxa de aprendi-
zagem 2e-5, 10 épocas, otimizador Adam e escalonamento
linear. Usaram-se lotes de 16 para modelos base/destilados e
2 para os largos, devido a limitagao de memoria.

3.4 Métricas de Avaliagao

O desempenho dos modelos foi avaliado com as métricas
de precisdo (P), revocagdo (R) e F1-Score (F1), calculadas
segundo o padrdo CoNLL Tjong Kim Sang and De Meulder
[2003], amplamente adotado em tarefas de REN. O F1-Score
foi obtido no modo micro, em que P e R sdo calculadas global-
mente para todas as classes antes da média F1, garantindo uma
avaliacdo uniforme e comparavel. Considerando A como o
conjunto de entidades corretamente reconhecidas e B como o

conjunto de entidades identificadas pelo modelo, as métricas
sao definidas pelas Equagdes (1)-(3).

|AN B
P = —, (M
B
|AN B
R _ )
|A|
2x (P xR)
P o= 22220
! P+R )

4 Experimentos

Esta se¢do apresenta os resultados do fine-tuning dos mode-
los para REN em portugués. A andlise é dividida em trés
partes: (i) comparacdo dos modelos quanto ao tamanho, capa-
cidade multilingue, tempo de treinamento e capitalizacao; (ii)
avaliacdo por classe de entidade em cada conjunto de dados;
e (iii) comparacao dos melhores modelos com as baselines
adotadas.

41 Analise Geral
A Tabela 4 apresenta os resultados globais ap6s o fine-tuning,
incluindo os tempos de treinamento em minutos. Observa-se
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que modelos largos, como o XLMR-L e o BERT-LC, alcancga-
ram os melhores F1-scores nos trés conjuntos, com maiores
custos computacionais. Modelos destilados, como o Dis-
tiIBMC, apresentaram tempos significativamente menores e
desempenho competitivo, especialmente no LeNER-Br. Esse
padrao reforca a busca por um equilibrio entre eficiéncia e
desempenho em modelos compactos Sanh et al. [2019]; Jiao
et al. [2020].

Tabela 4. Resultados gerais apds fine-tuning.

Corpus Modelo Precisio Revocacio F1-Score Tempo
XLMR-B 79,80% 81,44% 80,61% 12:56
BERT-BMU  78,33% 75,89% 77,09% 9:36
BERT-BMC  78,78% 80,08% 79,42% 22:34
DistilR 65,76% 68,51% 67,11% 3:56
Harem DistilBU 65,56% 63,24% 64,38% 3:04
DistilBMC  74,55% 77,80% 76,14% 2:57
XLMR-L 83,44% 84,12% 83,78%  106:48
BERT-LU 68,95% 64,42% 66,61% 25:09
BERT-LC 72,41% 74,23% 73,31% 56:55
XLMR-B 73,97% 92,12% 82,05% 12:43
BERT-BMU  86,78% 87,58% 87,18% 29:03
BERT-BMC  84,57% 84,75% 84,66% 31:58
DistilR 80,13% 84,30% 82,16% 6:19
LeNER-Br DistilBU 78,46% 78,10% 78,28% 14:29
DistilBMC  79,60% 78,48% 79,03% 15:29
XLMR-L 91,66% 92,89% 92,27%  38:43
BERT-LU 81,95% 85,34% 83,61% 24:31
BERT-LC 80,46% 82,98% 81,70%  166:48
XLMR-B 83,57% 80,23% 81,87% 22:56
BERT-BMU  80,40% 78,63% 79,51% 15:03
BERT-BMC  80,46% 86,81% 83,52% 7:16
DistilR 78,53% 84,41% 81,36% 6:04
GeoCorpus DistilBU 77,16% 84,55% 80,69% 5:25
DistilBMC  80,79% 88,68% 84,55% 5:11
XLMR-L 84,46% 89,70% 87,00% 57:56
BERT-LU 81,71% 88,06% 84,76% 82:48
BERT-LC 86,80% 88,72% 87,75%  58:17

Comparando os modelos, o modelo XLMR-L superou o
melhor destilado em 10% no Harem e 12,3% no LeNER-Br.
No GeoCorpus, o BERT-LC teve um ganho de 3,2% sobre o
DistilBMC, refor¢ando a superioridade dos modelos largos
em dominios técnicos Devlin et al. [2019]; Liu et al. [2019].
Modelos base, como o XLMR-B e BERT-BMC, entregam
bom custo-beneficio, enquanto os destilados sdo adequados
para restricdes computacionais Sanh ez al. [2019].

Modelos multilingues (XLMR-B, XLMR-L, BERT-
BMU, BERT-BMC, DistilBMC) superaram os monolingues
nos trés corpora: Harem (77,9% vs. 75,4%), LeNER-Br
(83,9% vs. 79,1%) e GeoCorpus (83,3% vs. 82,7%). Essa
vantagem evidencia sua adaptabilidade a diferentes domi-
nios e estilos de texto, sendo resultado do pré-treinamento
com dados de multiplos idiomas. Mesmo sem especializa-
¢do, mostram-se robustos em tarefas de REN em portugués,
sendo uma alternativa eficiente diante da escassez de recursos
anotados.

A comparacgdo entre modelos cased e uncased revelou
desempenho superior dos primeiros, sobretudo em corpora
formais. O BERT-BMC superou o BERT-BMU em todos os
conjuntos, com até 4,0% de diferenca. O mesmo ocorreu entre
os modelos largos, com vantagem de até 2,7% para o BERT-
LC. Esses resultados reforcam a importancia da capitalizagio
para distinguir EN, especialmente nomes préprios.

Tapajos et al. 2025

4.2 Analise Especifica

As tabelas desta sec@o apresentam os resultados por classe
de entidade nomeada para os modelos avaliados, organizados
nas versdes base, larga e destilada. Para facilitar a leitura dos
comentdrios, utilizam-se as seguintes abreviagdes: XLMR-B,
XLMR-L e DistilR referem-se as versdes base, larga e desti-
lada do XLM-RoBERTa; BERT-BMU, BERT-LU e DistilBU
as versdes do BERT multilingue uncased; e BERT-BMC,
BERT-LC e DistilBMC as versdes do BERT multilingue ca-
sed.

4.21 Harem

A Tabela 5 mostra que 0 XLMR-L superou a versdo base em
PER, LOC e principalmente OBR (+78%). O BERT-LC teve
melhor desempenho que o uncased em ORG (+12,8%) e OBR
(+18,3%), destacando a importancia da capitalizagcdo. Em
classes desafiadoras, como OTR e ACO, o XLMR-L apresen-
tou um ganho de 40,4%, enquanto o DistiIBMC se destacou
em ACO (+54,8% em relacdo ao BERT-BMC), mostrando
que modelos expostos a multiplos dominios podem superar
limitagdes arquiteturais.

4.2.2 LeNER-Br

A Tabela 6 revela que as classes PESSOA e TEMPO tive-
ram os melhores desempenhos, destacando-se 0 XLMR-B em
PESSOA (+3,6%) e DistilBU em TEMPO (+0,3%) em relacio
ao BERT-LC. O XLMR-L apresentou ganhos significativos
em JURISPRUDENCIA (+62,6%) e LOCAL (+26,6%) em
comparacio aos destilados. Em ORGANIZACAO, a capitali-
zagao beneficiou o BERT-LC, com 4,7% de vantagem sobre a
versdo uncased. Os resultados sugerem que modelos maiores
lidam melhor com padrdes juridicos, enquanto os destilados
enfrentam mais dificuldade nesses dominios.

4.2.3 GeoCorpus

Na Tabela 7, sedORGN e EPC se destacaram como as classes
com melhor desempenho. O BERT-LC superou o XLMR-B
em EPC (+2,6%) e ERA (+8,0%). Em ctxGBAC e sedCARB,
os modelos largos também obtiveram ganhos relevantes, che-
gando a 5,5%. J4 os destilados se aproximaram dos modelos
base em classes recorrentes, como EPC (-0,8%), mas regis-
traram quedas mais acentuadas em categorias técnicas, como
ERA (-3,7%) e ctxGBAC (-11,3%), evidenciando a supe-
rioridade dos modelos largos no tratamento de vocabuldrio
especializado.

4.3 Analise Comparativa as Baselines

A Tabela 8 apresenta os melhores modelos ajustados em
comparacdo com as baselines de cada conjunto. No Ha-
rem, o XLMR-L superou a baseline com Word2Vec e
BERT)yeda Silva and de Oliveira [2022] em 5,4% no F1-
score, destacando sua capacidade de lidar com textos diver-
sos. No GeoCorpus, o BERT-LC obteve 4,9% a mais que o
BERTimbau, mesmo sem ser especializado no dominio, re-
forcando a eficicia dos modelos largos Beltagy ef al. [2019].
No LeNER-Br, o0 XLMR-L apresentou desempenho pratica-
mente equivalente ao da baseline, evidenciando a robustez
dos modelos multilingues Conneau et al. [2020]; Wolf et al.
[2020] mesmo em contextos juridicos.
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Tabela 5. Pontuacdes F1 para modelos base, largos e destilados no Harem.

Classe XLM-RoBERTa BERT Uncased BERT Cased
Base Largo Destilado Base Largo Destilado Base Largo Destilado
ABS 75,0 80,41 56,34 62,5 58,57 58,17 80,0 51,61 58,92
ACO 63,6 66,67 0,00 92,3 41,18 30,45 522 21,05 80,78
COI 89,4 8148 65,23 71,4 75,00 54,89 80,9 68,57 79,31
LOC 83,7 84,52 78,56 77,7 78,64 68,22 824 67,19 79,67
OBR 46,4 82,61 48,12 64,7 50,63 49,78 66,7 60,00 67,45
ORG 83,8 82,98 64,37 76,6 78,77 67,19 79,2 63,00 75,83
OTR 11,8 52,17 0,00 333 25,00 0,00 27,3 11,11 12,56
PER 90,4 91,49 74,82 87,2 80,17 67,34 88,5 76,19 81,12
TMP 954 9394 87,45 954 8571 75,23 90,6 87,80 92,67
VAL 69,2 7273 69,34 89,2 76,32 73,56 86,6 82,86 87,12
Média Geral 80,6 83,78 67,12 77,0 66,61 64,38 80,0 73,31 76,14
Tabela 6. Pontuagdes F1 para Modelos Base, Largos e Destilados no LeNER-Br.
Classe XLM-RoBERTa BERT Uncased BERT Cased
Base Largo Destilado Base Largo Destilado Base Largo Destilado
JURISPRUDENCIA 50,1 81,47 72,46 66,0 67,16 55,19 59,0 61,03 51,74
LEGISLACAO 86,6 87,73 78,25 84,6 80,78 78,11 82,8 83,36 76,42
LOCAL 81,8 85,54 67,57 79,2 64,59 65,30 749 74,69 61,74
ORGANIZACAO 883 89,54 82,82 87,2 80,36 77,38 853 84,08 79,10
PESSOA 99,6 95,80 83,07 98,1 91,61 86,17 93,1 96,68 91,55
TEMPO 96,5 98,06 96,11 97,0 95,18 96,39 96,3 96,53 94,57
Média Geral 82,0 92,27 82,16 87,1 83,61 79,03 84,6 81,7 79,03

Tabela 7. Pontuagdes F1 para Modelos Base, Largos e Destilados no GeoCorpus.

Classe XLM-RoBERTa BERT Uncased BERT Cased
Base Largo Destilado Base Largo Destilado Base Largo Destilado

EON 91,3 92,8 88,1 91,4 88,0 92,3 90,3 91,6 91,0
EPC 95.8 96,2 97,0 94,9 97,9 94,5 94,3 98,3 933
ERA 80,8 82,4 79,8 82,5 85,7 84,0 82,7 87,3 81,1
IDA 91,9 93,0 943 91,8 94,6 92,5 92,1 95,5 92,9
OTR 89,7 90,6 57,3 89,9 62,2 90,6 64,3 90,1 89,5
PRD 92,1 92,6 90,5 90,8 93,5 91,5 90,3 93,4 90,4
bacSED 74,5 75,2 70,8 76,9 65,5 719 74,5 73,3 75,2
ctxGBAC 68,2 69,0 60,5 61,9 64,9 62,5 60,6 66,0 61,3
sedCARB 75,6 76,3 78,0 81,8 86,3 82,5 72,4 79,7 73,0
sedORGN 100,0  100,0 100,0 100,0 100,0 100,0 100,0  100,0 100,0
sedQUIM 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
sedSLCT 86,6 87,2 89,4 85,8 89,7 86,5 92,7 90,7 93,5
uniESTG 85,4 86,0 79,3 71,3 82,6 78,5 78,3 83,9 78,8
Média Geral 81,87 87,0 81,36 79,51 85,0 78,28 834 87775 84,55

Tabela 8. Comparagdo entre os melhores modelos ajustados e as baselines.

Dataset Melhor Modelo Baseline F1-Score (%)

Harem XLMR-L Word2Vec + BERT yge 83,8 vs 78,4
LeNER-Br XLMR-L Word2Vec + BERTjyree 92,27 vs 92,7
GeoCorpus BERT-LC BERTimbau 87,8 vs 82,9

5 Consideracoes Finais

Este trabalho investigou o fine-tuning de modelos BERT e
RoBERTa aplicados ao Reconhecimento de Entidades Nome-
adas (REN) em portugués, avaliando variantes base, largas e
destiladas, nas versdes multilingues e monolingues. Os expe-
rimentos com os conjuntos Harem, LeNER-Br e GeoCorpus

mostraram que modelos largos, como 0 XLM-RoBERTa-large
e o BERT-large-cased, alcancaram os melhores resultados,
superando as baselines tradicionais em até 5% de F1-score.
O XLM-RoBERTa-large atingiu 83,8% no Harem e 92,3%
no LeNER-Br, enquanto o BERT-large-cased obteve 87,8%
no GeoCorpus.
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Modelos multilingues apresentaram melhor desempenho
que os monolingues nos trés conjuntos: Harem (77,9% vs.
75,4%), LeNER-Br (83,9% vs. 79,1%) e GeoCorpus (83,3%
vs. 82,7%), demonstrando maior adaptabilidade a diferentes
dominios. Modelos destilados mantiveram desempenho com-
petitivo com tempos de treinamento reduzidos, sendo vidveis
em cendrios com restri¢des computacionais. A capitalizacio
também influenciou os resultados, com os modelos cased
apresentando ganhos de até 4%.

Como trabalhos futuros, pretende-se investigar modelos
alternativos de grande escala, como Qwen e DeepSeek, avali-
ando seu desempenho em tarefas de REN em portugués por
meio de técnicas de fine-tuning e abordagens zero-shot. Além
disso, considera-se a aplicagcdo desses modelos em novos do-
minios, como os contextos clinico e cientifico, com o objetivo
de ampliar a cobertura temdtica e analisar sua efetividade em
diferentes cendrios de uso.
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